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EXECUTIVE SUMMARYFOREwORD

JOINT FOREwORD TO  
WORld EcOnOmic OutlOOk AND  
GlObal Financial Stability REpORt

Prospects
Even with determined steps to return the 

financial sector to health and continued use of 
macroeconomic policy levers to support aggre-
gate demand, global activity is projected to 
contract by 1.3 percent in 2009. This represents 
the deepest post–World War II recession by far. 
Moreover, the downturn is truly global: output 
per capita is projected to decline in countries 
representing three-quarters of the global econ-
omy. Growth is projected to reemerge in 2010, 
but at 1.9 percent it would be sluggish relative to 
past recoveries.

These projections are based on an assess-
ment that financial market stabilization will take 
longer than previously envisaged, even with 
strong efforts by policymakers. Thus, financial 
conditions in the mature markets are projected 
to improve only slowly, as insolvency concerns 
are diminished by greater clarity over losses 
on bad assets and injections of public capital, 
and counterparty risks and market volatility 
are reduced. The April 2009 issue of the Global 
Financial Stability Report (GFSR) estimates that, 
subject to a number of assumptions, credit write-
downs on U.S.-originated assets by all holders 
since the start of the crisis will total $2.7 trillion, 
compared with an estimate of $2.2 trillion in 
the January 2009 GFSR Update. Including assets 
originated in other mature market economies, 
total write-downs could reach $4 trillion over 
the next two years, approximately two-thirds of 
which may be taken by banks. Overall credit to 
the private sector in the advanced economies 
is thus expected to decline during both 2009 
and 2010. Because of the acute degree of stress 
in mature markets and its concentration in the 
banking system, capital flows to emerging econo-
mies will remain very low.  

The projections also assume continued strong 
macroeconomic policy support. Monetary policy 

interest rates are expected to be lowered to 
or remain near the zero bound in the major 
advanced economies, while central banks con-
tinue to explore unconventional ways to ease 
credit conditions and provide liquidity. Fiscal 
deficits are expected to widen sharply in both 
advanced and emerging economies, on assump-
tions that automatic stabilizers are allowed to 
operate and governments in G20 countries 
implement fiscal stimulus plans amounting to 
2 percent of GDP in 2009 and 1½ percent of 
GDP in 2010.1 

The current outlook is exceptionally uncer-
tain, with risks still weighing on the downside. A 
key concern is that policies may be insufficient 
to arrest the negative feedback between dete-
riorating financial conditions and weakening 
economies in the face of limited public support 
for policy actions.

Policy Challenges
The difficult and uncertain outlook argues for 

continued forceful action both on the financial 
and macroeconomic policy fronts to establish 
the conditions for a return to sustained growth. 
Whereas policies must be centered at the 
national level, greater international cooperation 
is needed to avoid exacerbating cross-border 
strains. Building on the positive momentum 
created by the April G20 summit in London, 
coordination and collaboration is particularly 
important with respect to financial policies 
to avoid adverse international spillovers from 
national actions. At the same time, international 
support, including the additional resources 

1The Group of 20 comprises 19 countries (Argentina, 
Australia, Brazil, Canada, China, France, Germany, India, 
Indonesia, Italy, Japan, Mexico, Republic of Korea, Rus-
sia. Saudi Arabia, South Africa, Turkey, United Kingdom, 
and United States) and the European Union.
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being made available to the IMF, can help 
countries buffer the impact of the financial crisis 
on real activity and limit the fallout on poverty, 
particularly in developing economies.

Repairing Financial Sectors

The greatest policy priority for ensuring a dura-
ble economic recovery is restoring the financial 
sector to health. The three priorities identified in 
previous issues of the GFSR remain relevant: (1) 
ensuring that financial institutions have access 
to liquidity, (2) identifying and dealing with 
distressed assets, and (3) recapitalizing weak but 
viable institutions and resolving failed institutions. 

The critical underpinning of an enduring 
solution must be credible loss recognition on 
impaired assets. To that end, governments need 
to establish common basic methodologies for a 
realistic, forward-looking valuation of securitized 
credit instruments. Various approaches to deal-
ing with bad assets in banks can work, provided 
they are supported with adequate funding and 
implemented in a transparent manner.

Bank recapitalization must be rooted in a 
careful evaluation of the prospective viability 
of institutions, taking into account both write-
downs to date and a realistic assessment of 
prospects for further write-downs. As supervisors 
assess recapitalization needs on a bank-by-bank 
basis, they must assure themselves of the quality 
of the bank’s capital and the robustness of its 
funding, its business plan and risk-management 
processes, the appropriateness of compensa-
tion policies, and the strength of management. 
Viable financial institutions that are undercapi-
talized need to be intervened promptly, possibly 
utilizing a temporary period of public ownership 
until a private sector solution can be developed. 
Nonviable institutions should be intervened 
promptly, which may entail orderly closures or 
mergers. In general, public support to the finan-
cial sector should be temporary and withdrawn 
at the earliest opportunity. The amount of 
public funding needed is likely to be large, but 
the requirements will rise the longer it takes for 
a solution to be implemented.

Wide-ranging efforts to deal with financial 
strains in both the banking and corporate sec-
tors will also be needed in emerging economies. 
Direct government support for corporate bor-
rowing may be warranted. Some countries have 
also extended public guarantees of bank debt to 
the corporate sector and provided backstops to 
trade finance. Additionally, contingency plans 
should be devised to prepare for potential large-
scale restructurings if circumstances deteriorate 
further.

Supporting Aggregate Demand

In advanced economies, room to further ease 
monetary policy should be used forcefully to 
support demand and counter deflationary risks. 
With the scope for lowering interest rates now 
virtually exhausted, central banks will have to 
continue exploring less conventional measures, 
using both the size and composition of their own 
balance sheets to support credit intermediation. 

Emerging economies also need to ease mon-
etary conditions to respond to the deteriorating 
outlook. However, in many of those economies, 
the task of the central bank is further compli-
cated by the need to sustain external stability 
in the face of highly fragile financing flows and 
balance sheet mismatches because of domestic 
borrowing in foreign currencies. Thus, although 
central banks in most of these economies have 
lowered interest rates in the face of the global 
downturn, they have been appropriately cau-
tious in doing so to maintain incentives for 
capital inflows and to avoid disorderly exchange 
rate moves. 

Given the extent of the downturn and the 
limits to monetary policy action, fiscal policy 
must play a crucial part in providing short-term 
support to the global economy. Governments 
have acted to provide substantial stimulus in 
2009, but it is now apparent that the effort will 
need to be at least sustained, if not increased, 
in 2010, and countries with fiscal room should 
stand ready to introduce new stimulus measures 
as needed to support the recovery. However, the 
room to provide fiscal support will be limited 
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if such efforts erode credibility. In advanced 
economies, credibility requires addressing the 
medium-term fiscal challenges posed by aging 
populations. The costs of the current finan-
cial crisis—while sizable—are dwarfed by the 
impending increases in government spending 
on social security and health care for the elderly. 
It is also desirable to target stimulus measures to 
maximize the long-term benefits to the econ-
omy’s productive potential, such as spending 
on infrastructure. Importantly, to maximize the 
benefits for the global economy, stimulus needs 
to be a joint effort among the countries with 
fiscal room. 

Looking further ahead, a key challenge will 
be to calibrate the pace at which the extraor-
dinary monetary and fiscal stimulus now being 
provided is withdrawn. Acting too fast would 
risk undercutting what is likely to be a fragile 
recovery, but acting too slowly could risk inflat-
ing new asset price bubbles or eroding cred-
ibility. At the current juncture, the main priority 
is to avoid reducing stimulus prematurely, 
while developing and articulating coherent exit 
strategies.

Easing External Financing Constraints

Economic growth in many emerging and 
developing economies is falling sharply, and 
adequate external financing from official 
sources will be essential to cushion adjustment 
and avoid external crises. The IMF, in concert 
with others, is already providing such financ-

ing for a number of these economies. The G20 
agreement to increase the resources available 
to the IMF will facilitate further support. Also, 
the IMF’s new Flexible Credit Line should help 
alleviate risks for sudden stops of capital inflows 
and, together with a reformed IMF condition-
ality framework, should facilitate the rapid 
and effective deployment of these additional 
resources if and when needed. For the poorest 
economies, additional donor support is crucial 
lest important gains in combating poverty and 
safeguarding financial stability be put at risk.

Medium-Run Policy Challenges 

At the root of the market failure that led to 
the current crisis was optimism bred by a long 
period of high growth and low real interest rates 
and volatility, together with a series of policy 
failures. These failures raise important medium-
run challenges for policymakers. With respect 
to financial policies, the task is to broaden the 
perimeter of regulation and make it more flex-
ible to cover all systemically relevant institutions. 
Additionally, there is a need to develop a macro-
prudential approach to both regulation and 
monetary policy. International policy coordina-
tion and collaboration need to be strengthened, 
including by better early-warning exercises and 
a more open communication of risks. Trade and 
financial protectionism should be avoided, and 
rapid completion of the Doha Round of multi-
lateral trade negotiations would revitalize global 
growth prospects.

Olivier Blanchard
Economic Counsellor

José Viñals
Financial Counsellor
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To mend the financial sector, policies 
are needed to remove strains in fund-
ing markets for banks and corporates, 

repair bank balance sheets, restore cross-border 
capital flows (particularly to emerging market 
countries); and limit the unintended side effects 
of the policies being implemented to com-
bat the crisis. All these objectives will require 
strong political commitment under difficult 
circumstances and further enhancement of 
international cooperation. Such international 
commitment and determination to address the 
challenges posed by the crisis are growing, as 
displayed by the outcome of the G-20 summit in 
early April.

Without a thorough cleansing of banks’ bal-
ance sheets of impaired assets, accompanied by 
restructuring and, where needed, recapitaliza-
tion, risks remain that banks’ problems will con-
tinue to exert downward pressure on economic 
activity. Though subject to a number of assump-
tions, our best estimate of writedowns on U.S.-
originated assets to be suffered by all holders 
since the outbreak of the crisis until 2010 has 
increased from $2.2 trillion in the January 2009 
Global Financial Stability Report (GFSR)Update to 
$2.7 trillion, largely as a result of the worsen-

ing base-case scenario for economic growth. In 
this GFSR, estimates for writedowns have been 
extended to include other mature market- 
originated assets and, while the information 
underpinning these scenarios is more uncertain, 
such estimates suggest writedowns could reach 
a total of around $4 trillion, about two-thirds of 
which would be incurred by banks.  

There has been some improvement in 
interbank markets over the last few months, 
but funding strains persist and banks’ access to 
longer-term funding as maturities come due is 
diminished. While in many jurisdictions banks 
can now issue government-guaranteed, longer-
term debt, their funding gap remains large. As 
a result, many corporations are unable to obtain 
bank-supplied working capital and some are hav-
ing difficulty raising longer-term debt, except at 
much more elevated yields. 

A wide range of nonbank financial institutions 
has come under strain during the crisis as asset 
prices have fallen. Pension funds have been 
hit hard—their assets have rapidly declined in 
value while the lower government bond yields 
that many use to discount their liabilities have 
simultaneously expanded their degree of under-
funding. Life insurance companies have suffered 

EXECUTIVE SUMMARY

The global financial system remains under severe stress as the crisis broadens to include house-
holds, corporations, and the banking sectors in both advanced and emerging market countries. 
Shrinking economic activity has put further pressure on banks’ balance sheets as asset values 
continue to degrade, threatening their capital adequacy and further discouraging fresh lending. 
Thus, credit growth is slowing, and even turning negative, adding more downward pressure on 
economic activity. Substantial private sector adjustment and public support packages are already 
being implemented and are contributing to some early signs of stabilization. Even so, further deci-
sive and effective policy actions and international coordination are needed to sustain this improve-
ment, to restore public confidence in financial institutions, and to normalize conditions in mar-
kets. The key challenge is to break the downward spiral between the financial system and the global 
economy. Promising efforts are already under way for the redesign of the global financial system 
that should provide a more stable and resilient platform for sustained economic growth.  
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losses on equity and corporate bond holdings, in 
some cases significantly depleting their regula-
tory capital surpluses. While perhaps most of 
these institutions managed their risks prudently, 
some took on more risk without fully appreci-
ating that potential stressful episodes may lie 
ahead.

The retrenchment from foreign markets is 
now outpacing the overall deleveraging process, 
with a sharp decline of cross-border funding 
intensifying the crisis in several emerging mar-
ket countries. Indeed, the withdrawal of foreign 
investors and banks together with the collapse 
in export markets create funding pressures in 
emerging market economies that require urgent 
attention. The refinancing needs of emerging 
markets are large, estimated at some $1.6 trillion 
in 2009, with the bulk coming from corporates, 
including financial institutions. Though notori-
ously difficult to forecast, current estimates are 
that net private capital flows to emerging mar-
kets will be negative in 2009, and that inflows 
are not likely to return to their pre-crisis levels 
in the near future. Already, emerging market 
economies that have relied on such flows are 
weakening, increasing the importance of com-
pensatory official support.

Despite unprecedented official initiatives to 
stop the downward spiral in advanced econo-
mies—including massive amounts of fiscal sup-
port and an array of liquidity facilities—further 
determined policy action will be required to 
help restore confidence and to relieve the 
financial markets of the uncertainties that are 
undermining the prospects for an economic 
recovery. However, the transfer of financial risks 
from the private to the public sector poses chal-
lenges. There are continuing concerns about 
unintended distortions and whether the short-
term stimulus costs, including open-ended bank 
support packages, will combine with longer-term 
pressures from aging populations to put strong 
upward pressure on government debt burdens 
in some advanced economies. Home bias is also 
setting in as officials are encouraging banks to 
lend locally and consumers to keep their spend-
ing domestically oriented.

These risks, discussed in Chapter 1, represent 
some of the most difficult issues that the public 
sector has faced in half a century. We outline 
below what we believe are the key elements to 
break the downward spiral between the financial 
sector and the real economy.  

Immediate Policy Recommendations

Even if policy actions are taken expeditiously 
and implemented as intended, the deleverag-
ing process will be slow and painful, with the 
economic recovery likely to be protracted. The 
accompanying deleveraging and economic 
contraction are estimated to cause credit growth 
in the United States, United Kingdom, and euro 
area to contract and even turn negative in the 
near term and only recover after a number of 
years. 

This difficult outlook argues for assertive 
implementation of already-established policies 
and more decisive action on the policy front 
where needed. The political support for such 
action, however, is waning as the public is 
becoming disillusioned by what it perceives as 
abuses of taxpayer funds in some headline cases. 
There is a real risk that governments will be 
reluctant to allocate enough resources to solve 
the problem. Moreover, uncertainty about politi-
cal reactions may undermine the likelihood 
that the private sector will constructively engage 
in finding orderly solutions to financial stress. 
Hence, an important component to restoring 
confidence will be clarity, consistency, and the 
reliability of policy responses. Past episodes of 
financial crisis have shown that restoring the 
banking system to normal operation takes sev-
eral years, and that recessions tend to be deeper 
and longer lasting when associated with a 
financial crisis (see Chapter 3 of the April 2009 
World Economic Outlook). This same experience 
shows that when policies are unclear and not 
implemented forcefully and promptly, or are not 
aimed at the underlying problem, the recovery 
process is even more delayed and the costs, both 
in terms of taxpayer money and economic activ-
ity, are even greater. 
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Given the global reach of this crisis, the effect 
of national policies can be strengthened if 
implemented in a coordinated fashion among 
affected countries. Coordination and collabora-
tion should build upon the positive momen-
tum created by the recent G-20 summit, and is 
particularly important with respect to financial 
policies to avoid adverse international spillovers 
from national actions. Specifically, cross-border 
coordination that results in a more consistent 
approach to address banking system problems, 
including dealing with bad assets, is more likely 
to build confidence and avoid regulatory arbi-
trage and competitive distortions.

In the short run, the three priorities identi-
fied in previous GFSRs and explicitly recog-
nized in the February 2009 G-7 Communiqué 
remain appropriate: (i) ensure that the bank-
ing system has access to liquidity; (ii) iden-
tify and deal with impaired assets; and (iii) 
recapitalize weak but viable institutions and 
promptly resolve nonviable banks. In general, 
the first task is for central banks, while the lat-
ter two are the responsibility of supervisors and 
governments. Progress has been made in the 
first area, but policy initiatives in the other two 
areas appear to be more piecemeal and reac-
tive to circumstances. Recent announcements 
by authorities in various countries recognize 
the need to deal with problem assets and to 
assess banks’ resilience to the further deterio-
rating global economy in order to determine 
recapitalization needs. These are welcome steps 
and as details become available will likely help 
reduce uncertainty and public skepticism. Les-
sons from past crises suggest the need for more 
forceful and effective measures by the authori-
ties to address and resolve weaknesses in the 
financial sector.

Proceed expeditiously with assessing bank viability and 
bank recapitalization.

The long-term viability of institutions needs 
to be reevaluated to assess their capital needs, 
taking into account both a realistic assessment 
of losses to date, and now, the prospects of 
further writedowns. In order to comprehend 

the order of magnitude of total capital needs 
of Western banking systems, we have made two 
sets of illustrative calculations that factor in 
potential further writedowns and revenues that 
these banks may experience in 2009–10. The 
calculations rely on several assumptions, some 
of which are quite uncertain, and so the capital 
needed by banks should be viewed as indicative 
of the severity of the problem. The first calcula-
tion assumes that leverage, measured as tangible 
common equity (TCE) over tangible assets (TA), 
returns to levels prevailing before the crisis (4 
percent TCE/TA). Even to reach these levels, 
capital injections would need to be some $275 
billion for U.S. banks, about $375 billion for 
euro area banks, about $125 billion for U.K. 
banks, and about $100 billion for banks in the 
rest of mature Europe. The second illustra-
tive calculation assumes a return of leverage to 
levels of the mid-1990s (6 percent TCE/TA). 
This more demanding level raises the amount 
of capital to be injected to around $500 bil-
lion for U.S. banks, $725 billion for euro area 
banks, $250 billion for U.K. banks, and $225 
billion for banks in the rest of mature Europe. 
These rough estimates, based on our scenarios, 
suggest that in addition to offsetting losses, 
the additional need for capital derives from 
the more stringent leverage and higher capital 
ratios markets are now demanding, based on the 
uncertainty surrounding asset valuations and the 
quality of capital. Without making a judgment 
about the appropriateness of using the TCE/TA 
ratio, it is important to note that these amounts 
are lessened to the degree that preferred equity 
is converted into common equity (generating 
more of the loss-absorbing type of capital) and 
to the degree that governments have guaranteed 
banks against further losses of some of the bad 
assets on their balance sheets. In the United 
States, for instance, the amount of preferred 
shares issued in recent years is quite large and 
could help to raise the TCE/TA ratios if con-
verted. In several countries, governments have 
agreed to take large proportions of the future 
losses incurred on selected sets of assets by some 
banks.
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Thus, to stabilize the banking system and 
reduce this uncertainty, three elements are 
needed:
•	 A	more	active	role	of	supervisors	in	determin-

ing the viability of institutions and appropri-
ate corrective actions, including identifying 
capital needs based on writedowns expected 
during the next two years.

•	 Full	and	transparent	disclosure	of	the	impair-
ment of banks’ balance sheets, vetted by super-
visors based on a consistent set of criteria.

•	 Clarity	by	supervisors	regarding	the	type	of	
capital required—either in terms of the tan-
gible common equity or Tier 1—and the time 
periods allotted to reach new required capital 
ratios.
Conditions for public infusion of capital should be 

strict. In addition to taking stock of writedowns 
and available capital, bank supervisors who are 
in the process of evaluating the viability of banks 
will also need to assure themselves of the robust-
ness of their funding structures, their busi-
ness plan and risk management processes, the 
appropriateness of compensation policies, and 
the strength of management. Viable banks that 
have insufficient capital should receive capital 
injections from the government that preferably 
encourages private capital to bring capital ratios 
to a level sufficient to regain market confidence 
in the bank and should be subject to careful 
restructuring. While these institutions hold 
government capital, their operations should 
be carefully monitored and dividend payments 
restricted. Compensation packages and the pos-
sible replacement of top management should 
be examined carefully. Nonviable financial 
institutions need to be resolved as promptly as 
possible. Such resolution may entail a merger or 
possibly an orderly closure as long as it does not 
endanger system-wide financial stability.

Restructuring may require temporary government 
ownership. The current inability to attract private 
money suggests that the crisis has deepened 
to the point where governments need to take 
bolder steps and not shrink from capital injec-
tions in the form of common shares, even if 
it means taking majority, or even complete, 

control of institutions. Temporary government 
ownership may thus be necessary, but only with 
the intention of restructuring the institution 
to return it to the private sector as rapidly as 
possible. Most importantly, tangible common 
equity needs to be sufficient to allow the bank to 
function again—as this is the type of capital that 
markets are requiring to be held against poten-
tial writedowns. Most capital injections from 
governments thus far have come as preferred 
shares and these have carried with them a high 
cost that may impair the banks’ ability to attract 
other forms of private capital. Consideration 
could be given to converting these shares into 
common stock so as to reduce this burden. 
Uncertainty about further policy intervention 
also deters private capital, and thus clear mes-
sages to counter such uncertainty are needed. In 
a systemic banking crisis, preferential treatment 
of new bondholders and disadvantaging previ-
ous bondholders could well be destabilizing, 
since many bondholders are themselves financial 
institutions facing stress. Authorities need to be 
cognizant of the legal conditions under which 
their intervention may be considered a “credit 
event,” triggering credit derivative deliveries 
so as to avoid further systemic effects for other 
institutions or markets. 

Cross-border cooperation and consistency is impor-
tant. Cross-border coordination of the principles 
underlying public sector decisions to provide 
capital injections and the conditions for such 
injections is crucial in order to avoid regulatory 
arbitrage or competitive distortions. While diffi-
cult to coordinate policies in today’s political cli-
mate, authorities could usefully aim to provide 
comparisons between their proposals and others 
taken abroad as a way to provide more clarity.

Address “bad assets” systematically—asset 
management companies versus guarantees.

Given the differences in the problems faced 
by banking systems and the degree to which 
they have bad assets, various approaches have 
been adopted. The most important priority is 
to choose an appropriate approach, ensure that 
it is adequately funded, and implement it in 
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a clear manner. However, the use of different 
techniques between countries makes it all the 
more important that they coordinate the under-
lying principles to be applied when valuing 
the assets and determining the share of losses 
to be borne by the public sector. Among the 
methods being used so far, the United Kingdom 
has favored keeping the assets in the banks but 
providing guarantees that limit the impact of 
further losses. An alternative is to place the bad 
assets in a separate asset management company 
(AMC) (a so-called “bad bank”), an approach 
that Switzerland has adopted with UBS and that 
Ireland is also pursuing. This latter approach 
has the advantage of being relatively transpar-
ent and, if the bulk of the bank’s bad assets are 
transferred to the AMC, leaves the “good bank” 
with a clean balance sheet. The United States 
has provided a guarantee against a pool of assets 
that are either troubled or vulnerable to large 
losses in the case of Citibank and Bank of Amer-
ica, as well as proposing to establish private/
public partnerships to purchase impaired assets 
from banks. The current proposal has elements 
to encourage private sector participation, but it 
is not clear yet whether banks will have enough 
incentive to actually sell their impaired assets. In 
general, different approaches can work depend-
ing on country circumstances. 

Moreover, since valuation issues remain an 
important source of uncertainty, governments 
need to establish methodologies for the real-
istic valuation of illiquid, securitized credit 
instruments that they intend to support. When 
assets are not traded regularly and their market 
prices are based on “fire sales,” valuation should 
be based on expected economic conditions 
to determine the net present value of future 
income streams. Preferably, while recognizing 
the complexity of some of the assets, such a 
basic methodology should be agreed upon and 
consistently applied across countries to avoid 
overly positive valuations, regulatory arbitrage, 
or competitive distortions. The Financial 
Stability Board, working with standard setters, 
would be best placed to promote a coordinated 
approach.

Provide adequate liquidity to accompany bank 
restructuring.

Bank funding markets remain highly stressed 
and will only recover once counterparty risks 
lessen and banks and providers of wholesale 
market liquidity are more certain about how 
their funds are to be deployed. Many govern-
ments have introduced measures to protect 
depositors and have guaranteed various forms of 
bank debt, but little longer-term funding is avail-
able without such government backstopping. 
Even so, the wholesale funding gap remains 
large and the structure of national schemes 
could be made more consistent with each other 
to improve clarity and reduce frictions. As a 
result, central banks will need to continue to 
provide ample short-term liquidity to banks, 
and governments will need to provide liability 
guarantees, for the foreseeable future. However, 
it is not too early to consider exit policies, which 
in any case should be implemented gradually. 
Such policies should aim to gradually reprice 
the facilities and restrict the terms of their use 
so that there are incentives for banks to return 
to private markets.  

 * * *

In addition to the three priorities concern-
ing advanced countries’ banking sectors, other 
immediate policy measures are to address the 
spread of the crisis to emerging market coun-
tries and the risk of financial protectionism. 

Assure that emerging market economies have adequate 
protection against the deleveraging and risk aversion of 
advanced economy investors.

The problems of the advanced country bank-
ing sectors and the global contraction are now 
having severe effects on emerging market coun-
tries. We project annual cross-border portfolio 
outflows of around 1 percent of emerging mar-
ket GDP over the next few years. Under reason-
able scenarios, private capital flows to emerging 
markets could see net outflows in 2009, with 
slim chances of a recovery in 2010 and 2011.

As in advanced economies, emerging mar-
ket central banks will need to assure adequate 
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liquidity in their banking systems. However, in 
many cases the domestic interbank market is not 
a major source of funding, as much bank fund-
ing has been sourced externally in recent years. 
Thus, central banks may well need to provide 
foreign currency though swaps or outright sales. 
Those central banks with large foreign exchange 
reserves can draw on this buffer, but other 
means, such as swap lines with advanced country 
central banks or the use of IMF facilities, should 
also be a line of defense. The greater resources 
available to the IMF following the G-20 sum-
mit can help countries buffer the impact of the 
financial crisis on real activity and, particularly 
in the developing countries, limit the effect on 
the poor. Moreover, IMF programs can play a 
useful role in catalyzing support from others in 
some cases.

The vast majority of the rollover risk in 
emerging market external debt is concentrated 
in the corporate sector. Direct government sup-
port for corporate borrowing may be warranted. 
Some countries have extended their guarantees 
of bank debt to corporates, focusing on those 
associated with export markets. Some coun-
tries are providing backstops to trade finance 
through various facilities—helping to keep trade 
flowing and limiting the damage to the real 
economy. Even so, contingency plans should 
be devised in order to prepare for potential 
large-scale restructurings in case circumstances 
deteriorate further.

Within Europe, the strong cross-border 
dependencies make it essential that authori-
ties in both advanced and emerging countries 
work together to find mutually beneficial 
solutions.  The recently issued report of the 
“de Larosière Group” provides a good start for 
discussing intra-European Union coordination 
and cooperation. Concerns over the rollover 
of maturing debt and the continued external 
financing of current account deficits in emerg-
ing Europe require action. Joint action is also 
needed to address banking system problems—
including coordination on stress tests involv-
ing the parent and subsidiaries, better home/
host cooperation, and data sharing—as well as 

preparations to deal with stresses arising from 
household and corporate debt service. In cases 
where western European banks have multiple 
subsidiaries in emerging European countries, 
joint discussions among the relevant supervi-
sors of how to deal with common predicaments 
would likely result in better outcomes for all 
parties.

Coordinate policies across countries to avoid beggar-
thy-neighbor treatment.

Pressure to support domestic lending may lead to 
financial protectionism. When countries act uni-
laterally to support their own financial systems, 
there may be adverse consequences for other 
countries. In a number of countries, authorities 
have stated that banks receiving support should 
maintain (or preferably expand) their domestic 
lending. This could crowd out foreign lending 
as banks face ongoing pressure to delever their 
overall balance sheets, sell foreign operations, 
and seek to remove their riskier assets, with 
damaging consequences for emerging mar-
ket countries and hence for the wider global 
economy. At the same time, recent agreements 
among the parents of banks in some countries 
to continue to supply their subsidiaries in host 
countries with credit are heartening.

Macroeconomic Policy Consistency and 
Reinforcement

In order to provide a foundation for a sustain-
able economic recovery, it is critical to stabilize 
the global financial system. As also noted in the 
April 2009 World Economic Outlook, policies aimed 
at the financial sector will also be more effective 
if they are reinforced by appropriate fiscal and 
monetary policies.  

Promote fiscal and financial policies that reinforce each 
other.

Restoring credit growth is necessary to sustain 
economic activity. Fiscal stimulus to support 
economic activity and limit the degradation of 
asset values should improve the creditworthiness 
of borrowers and the collateral underpinning 
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loans, and combined with the financial policies 
to bolster banks’ balance sheets would enable 
sound credit extension. Also, seed funds for 
private-public partnerships for infrastructure 
projects could raise demand for loans. 

For those countries where there is fiscal room 
to maneuver, fiscal stimulus will be looked at 
positively by markets, potentially helping to 
restore overall confidence. However, for govern-
ments already suffering large deficits or poor 
policymaking institutions, the markets may be 
less welcoming. Already, market concern at the 
potential fiscal cost of public support of the 
banking systems is evident in countries where 
explicit or implicit support has been provided, 
especially where the financial system is large 
compared to the economic size of the country. 
Although there has been some improvement 
recently, higher government bond yields, widen-
ing credit default swap spreads, or weakening 
currencies are all manifestations of this concern. 
Authorities should reduce their refinancing risks 
by lengthening their government debt maturity 
structure, to the extent that investor demand 
allows. 

It is clear that stimulative policies are needed 
now, but careful attention must be paid to the 
degree of fiscal sustainability and implications 
for the government’s funding needs in any 
stimulus package, particularly given the contin-
gent risks to the government’s balance sheet.1 
Where stimulus packages suggest fiscal targets 
may be missed, packages need to be accompa-
nied by credible medium-term fiscal frameworks 
for lowering deficits and debt levels.2 Without 
such policies, governments may risk a loss in 
confidence in the governments’ solvency. 

1See the section entitled “Costs of Official Support, 
Potential Spillovers, and Policy Risks” in Chapter 1; and 
Box 3.5 in Chapter 3.

2See the IMF paper “The State of Public Finances: Out-
look and Medium-Term Policies After the 2008 Crisis,” 
March 6, 2009. Available via the Internet: www.imf.org/
external/np/pp/eng/2009/030609.pdf.

Use unconventional central bank policies to reopen 
credit and funding markets, if needed. 

A number of countries have rapidly lowered 
nominal policy rates as their first line of defense 
against the recession, and some are nearing 
(or have already arrived at) a rate close to zero 
while spreads on consumer and business lend-
ing rates continue to be high. In some cases, 
unconventional central bank policies to reopen 
credit and funding markets have been used, and 
others may need to be considered. The effec-
tiveness of additional tools is difficult to gauge 
so far, but it is evident that moves to expand 
and alter the composition of the central banks’ 
balance sheet are becoming more common. As 
central banks increasingly use such tools, more 
thought should be given to appropriate exit 
strategies when conditions improve. Govern-
ments may need to provide assurances both to 
the integrity of the central bank’s balance sheet 
and its overall independence. 

For some emerging market countries, inter-
est rate policy in the present environment is 
complicated by the need to consider exchange 
rate implications. Some countries may have 
no scope to lower rates, and may even need to 
raise them, if cutting rates would lead to capital 
outflows. As with fiscal policy, individual country 
circumstances will dictate how monetary policy 
can be used. Some countries may be able to ease 
pressures on the exchange rates by providing 
foreign currency liquidity.

Setting the Stage for a More Robust Global 
Financial System

The immediate priority of policymakers is 
to address the current crisis. At the same time, 
work is continuing to develop a more robust 
financial system for the longer term. In addition 
to providing for a more resilient and efficient 
financial system after the crisis abates, a clear 
sense of direction about longer-term financial 
policies can also contribute to removing uncer-
tainties and improving market confidence in the 
short term. While many of the proposals below 
may appear conceptual, their implications are 
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real. Their proper implementation will require 
significant changes in structures and resources, 
while international consistency will be essential.3 

There is little doubt that the crisis will require 
far-reaching changes in the shape and function-
ing of financial markets, and that the financial 
system will be characterized by lower levels of 
leverage, reduced funding mismatches, less 
counterparty risk, and more transparent and 
simpler financial instruments than the pre-crisis 
period. The private sector has a central respon-
sibility to contribute to this new environment by 
improving risk management, including through 
attention to governance and remuneration 
policies. 

Since neither market discipline nor public 
oversight were sufficient to properly assess and 
contain the buildup of systemic risks, improved 
financial regulation and supervision are key 
components to preventing future crises. The 
emphasis should be on how to detect and miti-
gate systemic risks through better regulation.

While attempts to eliminate all systemic risk 
would not only be impossible, but also would 
slow economic growth and constrain creativity 
and innovation, the current crisis demonstrates 
that greater emphasis should be placed on 
systemically focused surveillance and regula-
tion. At the same time, a better macropruden-
tial framework for monetary policy would also 
help to mitigate systemic risks. While we should 
strive for regulation that provides incentives 
for private institutions, wherever possible, to 
take actions that reinforce financial stability, we 
should recognize that system-wide stability is a 
public good that will be undervalued by private 
institutions and regulations will need to force 
systemically important firms to better internalize 
the overall societal costs of instability. For this 
to occur, the mandates of central banks, regula-
tors, and supervisors should include financial 

3For a set of recommendations along these lines, see 
the IMF paper “Lessons of the Financial Crisis for Future 
Regulation of Financial Institutions and Markets and 
for Liquidity Management,” February 4, 2009. Avail-
able via the Internet: www.imf.org/external/np/pp/
eng/2009/020409.pdf.

stability. A clear framework to assess and act 
upon systemic risks will need to be in place, with 
a clear delineation of who is the lead systemic 
regulator. 

To be able to mitigate systemic risks, those 
risks will need to be better defined and mea-
sured. Chapters 2 and 3 both shed light on 
various metrics to help identify systemically 
important institutions by observing both direct 
and indirect linkages. In some cases, the mea-
sures could be viewed as a starting point for the 
consideration of an additional capital surcharge 
that could be designed as a deterrent to firms 
becoming “too-connected-to-fail.” Even if not 
formally used, the proposed measures could 
guide policymakers to limit the size of various 
risk exposures across institutions. Clearly, such 
methods would require very careful consider-
ation and application in order to avoid out-
comes whereby institutions find other means 
of taking profitable exposures. More discussion 
and research is needed before regulations based 
on this work could be put into place. 

As regards regulatory reforms, we see five 
priority areas: extending the perimeter of 
regulation to cover all systemically important 
institutions and activities, preventing excessive 
leverage and reducing procyclicality, addressing 
market discipline and information gaps, improv-
ing cross-border and cross-functional regulation, 
and strengthening systemic liquidity manage-
ment. The main lessons can be summarized as 
follows.

Define systemically important institutions and the 
perimeter of prudential regulation.

As recognized by the recent G-20 Communi-
qué, this crisis has demonstrated that regulation 
needs to encompass all systemically important 
institutions. Traditionally, only a core set of large 
banks has been regarded as systemically relevant, 
but the crisis has shown that other nonbank 
financial intermediaries can be systemically 
important and their failure can cause destabiliz-
ing effects. Not only does an institution’s size 
matter for its systemic importance—its intercon-
nectedness and the vulnerability of its business 
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models to excess leverage or a risky funding 
structure matter as well. 

In order to better capture systemic risks, regu-
lation needs to be expanded to a wider range 
of institutions and markets. While certainly not 
all financial institutions need to be regulated, 
prudential supervision will need to cover some 
institutions that had previously been viewed as 
outside the core institutions (e.g., investment 
banks). Moreover, certain activities (such as 
credit derivatives and insurance) will need to be 
overseen by regulators regardless of the type of 
legal structure in which they are placed. 

A two-tiered approach may work best. A wider 
tier would be required to provide information 
from which supervisors would determine which 
institutions are systemically important. The 
other tier would be a narrower—though wider 
than at present—perimeter of more intensified 
prudential regulation and oversight that would 
include all systemically important institutions. 
While these institutions would receive more 
intense scrutiny given their systemic importance, 
other institutions would continue to be overseen 
as participants in the payments or banking sys-
tem or for consumer or investor protection pur-
poses. Chapters 2 and 3 provide methodologies 
that could be used to discern how close institu-
tions are to each other and thus the contours 
of an inner tier. These methods will be further 
explored as the IMF works toward a practical 
definition of a systemically important institution 
as requested by the G-20.

Prevent excessive leverage and curb procyclicality. 
New regulatory approaches are needed to 

avoid the buildup of systemic risk and the 
subsequent and difficult deleveraging process. 
Finding solutions for how to limit leverage going 
forward and reduce the procyclical tendencies 
inherent in business practices and existing regu-
lation remains challenging. Regulation should 
attempt to reinforce financial institutions’ sound 
risk-based decision-making, whereas deterring 
risk-taking in the global economy would be 
unhelpful. Regulation should provide incentives 
that support systemic stability, while discourag-

ing regulatory arbitrage and short-termism, but 
the higher standards should be phased in gradu-
ally over time so that they do not exacerbate the 
present situation. 

Capital regulation and accounting standards 
should include incentives and guidance that 
permit the accumulation of additional capital 
buffers during upswings when risks tend to 
accumulate and are typically underestimated. 
This would better reflect the risks through the 
cycle and thus add to capital and provisions 
that could be used to absorb losses during the 
downswings. Ideally, these countercyclical capital 
requirements would not be discretionary, but 
act as automatic stabilizers and be built into 
regulations. This would not limit the capacity of 
supervisors to act with supplementary measures 
if needed. An upper limit on leverage based on 
a simple measure could be useful as a supple-
mentary restriction to more robust risk-weighted 
capital calculations.

Accounting rules and valuation practices 
should be strengthened to reflect a broader 
range of available information on the evolution 
of risks through the cycle. Accounting stan-
dard setters and prudential authorities should 
collaborate to achieve these objectives, with 
particular emphasis on enabling higher loan 
loss provisions during periods of rapid credit 
expansion, evaluating approaches to valua-
tion reserves or adjustments when valuation of 
assets on the trading book are highly uncertain, 
and examining other ways to dampen adverse 
dynamics potentially associated with fair value 
accounting.

It is also necessary to reduce the procyclicality 
of liquidity risk by taking measures to improve 
liquidity buffers and funding risk management. 
During upswings, greater attention needs to be 
given to funding maturity structures and the 
reliability of funding sources that can prove 
vulnerable during downturns.

Address market discipline and information gaps.
It is important to address the gaps in infor-

mation that have been revealed by the crisis. In 
many cases the information needed to detect 
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systemic risks is either not collected or not 
analyzed with systemic risk in mind, especially 
those data needed to examine systemic link-
ages, as this requires information about institu-
tions’ exposures to one another. However, in 
addition to some technical difficulties in col-
lecting these data and formally measuring the 
exposures, there are legal impediments to their 
collection across different types of institutions 
within a country and across borders. Consis-
tency of reporting and definitions and greater 
information-sharing across jurisdictions are 
needed to begin to make headway in this area.

Better information is needed on off-balance-
sheet exposures, complex structured products, 
derivatives, leverage, and cross-border and 
counterparty exposures, supplementing the 
existing set of indicators used in early warn-
ing frameworks. Disclosure practices should 
be strengthened for systemically important 
financial institutions, including valuation meth-
odologies and risk management practices, a 
revamped set of financial soundness indicators, 
and there should be more effective assessments 
of systemic risk by policymakers. These ele-
ments are reinforced by the analysis in Chapters 
2 and 3. As well, greater availability of reliable 
public information will help investors to per-
form proper due diligence, the failure of which 
was a major contributor to the present crisis. 

Strengthen cross-border and cross-functional regulation.
Enhanced cross-border and cross-functional 

regulation will require improvements in insti-
tutional and legal settings. Progress is needed 
in reducing unnecessary differences, tackling 
impediments to supervision of globally and 
regionally important firms, with more harmo-
nized early remedial action, bank resolution 
legal frameworks, and supervisory practices to 
oversee cross-border firms. An appointment of a 
lead regulator, in principle the home authority, 
by the college of regulators overseeing a firm 
would be essential to ensure adequate oversight. 
Home countries should endeavor to strengthen 
cooperation with host countries so as to assure 
lines of communication are open when rapid 

responses are required—contingency planning 
should involve all relevant parties.

Improve systemic liquidity management.
In terms of systemic liquidity management, 

central banks can learn some lessons from the 
crisis in terms of the flexibility of their opera-
tional frameworks, the infrastructure underlying 
key money markets, and the need for better 
mechanisms for providing cross-border liquidity.

Another way of limiting systemic linkages and 
the risks of multiple-institution distress is to pro-
vide clearing facilities that mitigate counterparty 
risk by netting trades and making the clearing 
facility a counterparty to every trade. Recent 
attempts to provide some of these services for 
the credit default swap market are welcome. 
However, allowing a large number of proposed 
institutions risks diluting much-needed coun-
terparty risk mitigation by splitting up the 
volumes and reducing netting opportunities. A 
competitive environment could potentially lead 
to cost-cutting measures that may compromise 
risk management systems. Thus, if multiple 
clearing facilities are permitted, they should 
be subject to strong oversight using globally 
accepted standards, ensuring the ability to clear 
and settle across borders and in multiple cur-
rencies. Box 2.4 provides the principles for their 
construction.

  * * *
Many of these recommendations have already 

been discussed in international fora and are 
forming the basis for new or altered regulation 
or supervisory guidance. The Financial Stabil-
ity Board, through its main working group, has 
established a set of subgroups to provide policy 
guidance in a number of areas, including some 
of those emphasized here. The Basel Committee 
is considering changes to the Basel II framework 
and to its liquidity risk management framework. 
The International Accounting Standards Board 
and the Financial Accounting Standards Board 
have both issued guidance on how to value illiq-
uid assets and have made other alterations to 
their accounting guidance and standards given 
the crisis and its causes. Other international 
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organizations are reviewing their guidelines 
and best practices. For its part, the IMF will be 
revamping its Financial Sector Assessment Pro-
grams as well as improving its multilateral and 
bilateral surveillance. The joint Early Warning 

Exercise, conducted by the IMF in cooperation 
with the Financial Stability Board, will enhance 
the global coordination of risk assessments with 
the aim of making stronger policy recommenda-
tions to prevent a buildup of systemic risks.
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STABILIZING THE GLOBAL FINANCIAL SYSTEM  
AND MITIGATING SPILLOVER RISKS

Systemic risks remain high and the adverse feedback loop between the financial system 
and the real economy has yet to be arrested, despite the wide range of policy actions and 
some limited improvement in market functioning. Further effective government action—
particularly geared toward cleansing balance sheets and strengthening institutions—will 

be required to stabilize the global financial system and to provide the foundation for a sustainable 
economic recovery. The banking system needs additional equity to absorb further writedowns as 
credit deteriorates, and risks are broadening to encompass nonbank institutions. The crisis has 
spread to emerging markets with the collapse of international financing, posing challenges to 
corporates, households, and banks as well as raising sovereign risk. The global policy response, 
including the IMF’s enhanced lending framework, should help to mitigate crisis risks. There 
remains considerable scope for further public commitments in larger economies, but extensive 
provision of financing and the transfer of balance sheet risk from the private to the public sector 
have increased tail risks for certain mature market sovereigns.

Against this backdrop, Chapter 1 first outlines the key financial stability risks that have material-
ized since the October 2008 Global Financial Stability Report. Then, it examines the deleveraging 
process and its effects on the real economy. The following section assesses the vulnerability of 
emerging markets to global stress, especially focusing on the refinancing risks facing corporates. 
The outlook for global credit markets is then evaluated, along with IMF staff estimates of poten-
tial global financial writedowns. The stability risks facing financial institutions are assessed and the 
effectiveness of the policy response evaluated. The chapter concludes with a discussion on sover-
eign risks. 

Box 1.1 summarizes the key financial stability challenges and policy priorities detailed in the 
chapter.

Summary
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A. Global Financial Stability Map

The global financial stability map (Figure 1.1) 
presents an overall assessment of how changes 
in underlying conditions and risk factors bear 
on global financial stability in the period ahead.1 

Note: This chapter was written by a team led by 
Peter Dattels and comprised of Myrvin Anthony, Sergei 
Antoshin, Amitabh Arora, Elie Canetti, R. Sean Craig, 
Kristian Hartelius, Geoff Heenan, Gregorio Impavido, 
Rebecca McCaughrin, Ken Miyajima, Chris Morris, Inci 
Ötker-Robe, Michael Papaionnou, Mustafa Saiyid, Rupert 
Thorne, and Ian Tower.

1Annex 1.1 details how indicators that compose the 
rays of the map are measured and interpreted. The map 

Nearly all the elements of the map point to a 
degradation of financial stability, with emerging 
market risks having deteriorated the most since 
October 2008.

The economic downturn has gathered momen-
tum, resulting in a deterioration in macroeconomic 
risks. The IMF’s baseline forecast for global 
economic growth for 2009 has been adjusted 
sharply downward to the slowest pace in at least 

provides a schematic presentation that incorporates 
a degree of judgment, serving as a starting point for 
further analysis. The rest of the report elaborates on our 
overall assessment of global financial stability.

Credit
risks

Market and
liquidity risks

Risk
appetite

Monetary and
financial

Macroeconomic
risks

Emerging market
risks

Conditions

Risks

Figure 1.1. Global Financial Stability Map

October 2008 GFSR

Source: IMF staff estimates.
Note: Closer to center signifies less risk, tighter monetary and financial conditions, or reduced risk appetite.

April 2009 GFSR
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four decades. The reduction in trade financing 
has exacerbated the slowdown in global trade, 
particularly affecting emerging economies. A raft 
of official measures that transfer risk from private 
sector financial institutions to the public sector 
has increased pressures on sovereign balance 
sheets and credit (see Section E).

Uncertainty about the scale of the downturn 
and continued stress on the financial system has 

further increased credit risks. The core financial 
system remains fragile and public confidence 
low, as the credit deterioration has intensified 
and spread to higher-quality assets (Figure 1.2). 
The global financial system is facing a once-in-
a-century event, where credit risks have risen to 
extremely high levels. Activity has improved in 
credit markets receiving government support, 
but other sectors remain moribund (see Sec-

globAl fInAnCIAl STAbIlITY MAp

Global financial stability has deteriorated further, 
with emerging market risks having risen the most since 
the October 2008 Global Financial Stability Report. 
Notwithstanding some improvements in short-
term liquidity conditions and the opening of 
some term funding markets, other measures of 
instability have deteriorated to record or near-
record levels.

The global credit crunch is likely to be deep and 
long lasting. The process ultimately may lead to a 
pronounced contraction of credit in the United 
States and Europe before the recovery begins. 
IMF analysis suggests that financing constraints 
have been a large contributor to the widen-
ing of credit spreads, making repairing fund-
ing markets imperative to help avert a deeper 
recession.

Credit cycles have turned sharply, with the deterio-
ration moving to higher-rated credits and spreading 
globally. The deterioration in credit quality has 
increased our estimates of loan writedowns, 
which would put further pressure on financial 
institutions to raise capital and shed assets.

The deleveraging process is curtailing capital 
flows to emerging markets. On balance, emerging 
markets could see net private capital outflows 
in 2009, with slim chances of a recovery in 
2010 and 2011. This decline is likely to slow 
credit growth, impairing corporate refinancing 
prospects.

Within emerging markets, European economies 
have been hardest hit, reflecting their large domestic 
and external imbalances, fueled by rapid credit growth 
prior to the crisis. Banks operating in emerging 
markets may face mounting writedowns and 
require fresh equity, while corporates face large 

refinancing needs, increasing risks for emerging 
market sovereigns. While authorities have been 
proactive in responding to the crisis, policies 
are being challenged by the scale of resources 
required.

Fiscal burdens are growing as a result of bank 
rescue plans and macroeconomic stimulus packages. 
Increased funding needs and illiquid capital 
markets have exerted pressure on sovereign 
credit spreads and raised concerns about 
the market’s ability to absorb increased debt 
issuance and about the crowding out of other 
borrowers. The United States faces some of 
the largest potential costs of financial stabiliza-
tion, as do a number of countries with large 
banking sectors relative to their economies or 
concentrated exposures to the property sector 
or emerging markets (e.g., Austria, Ireland, 
the Netherlands, Sweden, and the United 
Kingdom).

Stabilizing the financial system requires further 
policy actions. The global policy response to date 
has been unprecedented, but has not prevented 
the onset of the adverse feedback loop with the 
real economy. It is thus necessary to under-
take further forceful, focused, and effective 
policy action to stabilize the financial system. 
In particular, the public sector should ensure 
viable institutions have sufficient capital when 
it cannot be raised in the market, accelerate 
balance sheet cleansing and bank restructuring, 
and harmonize measures supporting funding 
markets. Public support measures also need to 
consider the risk of solvency pressures among 
other financial institutions (e.g., insurance com-
panies, pension funds).

Box 1.1. Near-Term Financial Stability Challenges and Policy Priorities
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tion D). Household balance sheets have come 
under pressure due to mounting job losses, 
falling net worth, and tight credit conditions. 
Expected credit writedowns by financials have 
ballooned, and, with private markets largely 
unwilling to provide capital to the banking 
system, the tail risk of more public sector own-
ership has increased.2 Estimates for U.S. and 
European banking systems suggest both are 
undercapitalized (see Section E).

Our assessment is that emerging market risks 
have heightened the most since the last GFSR, 
moving out three notches. Cross-border bank 
lending to emerging markets has begun to 
contract. Capital market financing is sporadic, 
and limited to higher-quality borrowers. Emerg-
ing market corporates face falling revenues 
and large financing needs and household 
balance sheets are under pressure (see Sec-
tion C). Emerging market banks face liquidity 

2See Chapters 2 and 3 on various measures of systemic 
risks.

and solvency pressures. Financing conditions 
could tighten further as a number of mature 
market banks active in emerging markets may 
ration credit and sell subsidiaries to preserve 
capital for their home markets. These pressures 
are most pronounced in central and eastern 
Europe, given their higher reliance on cross-bor-
der and wholesale funding, weaker balance of 
payments positions, and higher degree of credit 
risk. By contrast, in Latin America and Asia, the 
bigger risks are related to the dramatic collapse 
in global trade (including trade financing) and 
domestic activity.

While government guarantees of bank debt 
have allowed some medium-term funding, market 
and liquidity risks remain elevated. Interbank 
markets have improved, but are still functioning 
only at very short maturities (see Section E). 
Monetary and financial conditions have tightened 
despite global policy easing as credit standards 
continue to be tightened (albeit at a more mod-
erate pace). In addition, rising nonperforming 
loans and pressures to delever have weakened 

Figure 1.2. Heat Map: Developments in Systemic Asset 
Classes
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greater than 7 standard deviations. MBS = mortgage-backed security; RMBS = residential 
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the monetary policy transmission mechanism, 
constraining the effect of lower policy rates on 
new lending. Risk appetite has diminished as 
confidence remains depressed and counterparty 
risks high, adding to the pressures to further 
unwind positions in riskier assets.

B. Global Deleveraging and Its 
Consequences

Previous GFSRs have highlighted that the 
global credit crunch will be deep and long 
lasting, as deleveraging accelerates in advanced 
economies and balance sheet adjustments take 
place over at least the next couple of years. This 
process has strongly negative global ramifications, 
raising crisis risks for emerging economies.

History suggests deep deleveraging will need to 
play out, although policies can lessen the economic 
consequences.

Financial institutions and households, in 
particular, had built up record levels of debt and 
are now seeking to reduce leverage (Figure 1.3). 
Deleveraging is being driven by mounting bank 
writedowns and the reversal of the intertemporal 
savings choices made by households and some 
corporates compared to the previous decade. 
Deteriorating credit quality has pushed up our 
estimates of bank writedowns, increasing pres-
sures on banks and other financial institutions 
to raise capital and shed assets (see Sections 
D and E). Recent quarters have shown that 
the assumed moderation in macroeconomic 
and financial volatility, which had given many 
confidence to lever up their balance sheets, was 
a mirage. Leverage increases the probability of 
bankruptcy if volatility is high, and it is natural 
for private economic agents to want to lower 
leverage as they recognize that their earlier vola-
tility assumptions were overly optimistic. Previ-
ous GFSRs have shown that various instruments 
and sectors of the financial system—structured 
investment vehicles (SIVs), conduits, constant-
proportion debt obligations (CPDOs), auction 
rate securities (ARS), and hedge funds—were 
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predicated on high leverage. To the extent that 
many of these elements of the “shadow banking 
system” have already collapsed or are in serious 
difficulty, leverage is naturally declining.

The buildup of leverage that preceded this 
crisis was substantial, and certainly on a par with 
other periods in history that have ended in a col-
lapse in credit. Figure 1.4 compares the ratio of 
bank credit to GDP in the current crisis to that 
in Japan and Sweden in the run-up to their crises 
in the early 1990s. Three features are apparent. 
First, the rise in bank credit in the United King-
dom has been massive, and has been greater in 
the United States and European Union than in 
Japan in the years preceding its bubble. Second, 
the crises in Japan and Sweden both caused the 
bank-credit-to-GDP ratio to drop by around a 
quarter from its peak. Third, Sweden achieved its 
deleveraging rapidly, and then started to rebuild, 
while deleveraging in Japan continued over more 
than a decade. The current trajectories for the 
United States and Europe appear similar to the 
Japanese path, but policies discussed in Section 
E can lessen the economic impact and speed the 
recovery period.

The global credit crunch is likely to be deep and long 
lasting.

The October 2008 GFSR envisaged that, if 
there were a substantial inflow of capital to the 
banking system (then estimated at $675 billion) 
and some assets were sold to achieve higher 
capital ratios, credit would decelerate but not 
contract. That has proved optimistic; equity 
capital for banking has been very difficult to 
raise from the private sector, the forces driving 
deleveraging have strengthened as the depth of 
the economic downturn has become clear, and 
credit spreads in many cases remain at historic 
highs. We estimate U.S. and European private 
sector credit could contract at a 4 percent 
quarter-on-quarter annualized rate at its most 
negative (Figure 1.5), reinforcing the deleverag-
ing process.3 A major element of the deleverag-

3The estimate combines the current World Economic 
Outlook GDP growth assumptions with a number of other 
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ing process is the sale of bank assets, either to 
public sector entities or to nonbanks, and the 
maturing of other assets.4 This process still has a 
long way to go, as many illiquid assets have aver-
age remaining maturities of three to five years, 
although the adjustment of bank balance sheets 
is supported by purchases from government-
sponsored asset management corporations, of 
which $2.6 trillion in the United States and 
Europe is assumed in this scenario.

Further pressures to deleverage come from heavy past 
reliance on wholesale funding.

Much of the credit buildup was financed 
through wholesale funding, which has since 
diminished. Those markets are unlikely to 
return to their former size in the foreseeable 
future. There remains a risk that this could 
force a more rapid, disorderly deleverag-
ing. Large-scale official funding support has 
replaced a substantial part of the wholesale 
market. While in many jurisdictions banks can 
now issue government-guaranteed longer-term 
debt, banks’ funding gaps remain large. Much 
of the earlier buildup in wholesale funding had 
occurred across borders, but the availability of 
cross-border funding has now contracted sharply 
(Figure 1.6).5 As long as banks need to rely on 
guarantees and short-term liquidity for fund-
ing, pressures for balance sheets to shrink will 
constrain lending (see Section E).

assumptions (see Annex 1.4 of the October 2008 GFSR) 
to generate a possible path for the growth of credit. 
Policy measures being taken globally to support the sup-
ply of credit are assumed to soften the credit contraction 
somewhat. The forecasts conservatively assume credit to 
the private sector grows or shrinks at the same pace as 
bank assets. The former is a national accounts concept 
that focuses on flows from banks based in the country/
region to residents of that country/region. Some bank 
lending is to nonresidents but, likewise, some borrowing 
by residents is from foreign banks. 

4Often, the terms banks offer to refinance a loan will 
make it uneconomic to the borrower. The loan will thus 
be allowed to mature rather than remain on the balance 
sheet.

5Cross-border liabilities of Bank for International Settle-
ments (BIS) reporting banks fell more than $1 trillion in 
the second quarter of 2008, but were little changed in the 
third quarter (adjusted for exchange rate changes).
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The retrenchment from foreign markets is outpacing the 
overall deleveraging process.

The proportion of cross-border assets in 
banks’ total assets fell again in the third quarter 
of 2008, as cross-border lending is falling at an 
even faster rate than overall credit (Figure 1.7). 
Three factors are likely driving the faster pace 
of cross-border deleveraging. First, increased 
credit risk concerns accentuate home bias in 
lending, as some banks perceive themselves 
less able to manage credit risk from a distance. 
Second, cross-currency and foreign exchange 
swap markets are impaired, and there are still 
some limits on the use of assets denominated 
in foreign currencies as collateral when access-
ing central bank facilities.6 Third, cross-border 
exposures typically involve a higher regula-
tory capital charge due to currency or country 
risk. So shedding these assets is a quick way to 
improve capital ratios.

These factors and risks are particularly strong 
in the case of lending to emerging markets, 
further accelerated as a result of sovereign 
downgrades in emerging markets. The collapse 
in cross-border funding has already been a criti-
cal element in the intensification of the crisis 
in several countries. A retreat of total cross-
border lending to the levels seen as recently 
as 2004 would imply a contraction of a further 
10 percent, or $3 trillion. Such a contrac-
tion would most likely hit emerging markets 
disproportionately.

Domestic official support programs for banks 
are accentuating home bias, which may be 
accelerating the pace of cross-border deleverag-
ing. This applies to support by both mature and 
emerging market governments, which is often 
provided on the condition, or the understand-
ing, that lending to the domestic economy be 
maintained.

6This has been relieved somewhat by the expansion in 
bilateral swap arrangements and other foreign currency 
liquidity facilities introduced by many central banks.

Figure 1.7. Bank for International Settlements
Reporting Countries: Cross-Border Assets as a 
Proportion of Total Assets
(Annual change in percentage points) 

Sources: Bank for International Settlements; and IMF staff estimates.
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As a result, capital flows to emerging markets are likely 
to reverse as foreign direct investment fails to offset 
bank and portfolio outflows.

Net private flows to emerging markets peaked 
at 4.5 percent of emerging market GDP in 
2007 (Figure 1.8). However, the credit crunch 
in mature markets will likely cause significant 
outflows by banks in the coming years, as cross-
border lending comes to a halt and a number of 
parent banks may begin curtailing financing to 
emerging market subsidiaries. An econometric 
analysis suggests outflows by banks could reach 
5 percent of GDP in many emerging European 
countries, where cross-border bank inflows 
soared to unsustainable levels in recent years 
(see Annex 1.2). Such outflows would not be 
without precedent. Banking outflows of this 
magnitude were seen in some countries during 
the Latin American debt crisis in the early 1980s 
and again during the Asian financial crisis in 
1997–98.

Emerging markets experienced large portfolio 
outflows at the end of 2008, and outflows are 
likely to continue over the coming years, given 
continued pressures for leveraged investors to 
shed assets, the risk of further redemptions from 
emerging market funds, and crowding out from 
government-guaranteed mature market bonds 
(Figure 1.9). We project annual portfolio out-
flows of around 1 percent of emerging market 
GDP over the next few years. Foreign direct 
investment in emerging markets is set to slow 
significantly, given diminished appetite from pri-
vate equity firms, the lack of credit available to 
finance acquisitions, and sharply deteriorating 
cyclical growth prospects in emerging markets. 
On balance, emerging markets will likely see 
net private capital outflows in 2009, with slim 
chances of a recovery in 2010 and 2011. More-
over, risks to these projections appear to be to 
the downside, given how protracted the current 
global crisis is likely to be.

The global credit crunch has reduced the investor base 
for emerging market assets.

Emerging market assets under management 
by hedge funds have dropped by about half 
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from their peak in early 2008 due to a combina-
tion of redemption pressures and negative per-
formance (Figure 1.10). In the fourth quarter of 
2008, withdrawals accounted for nearly one-
third of the total $23 billion decline in assets 
under management. Retail investors have also 
withdrawn, with dedicated emerging market 
bond and equity funds experiencing substantial 
outflows, losing several years’ worth of inflows 
in the second half of 2008—a magnitude 
similar to the outflows seen in 1998.7 Surveys 
suggest crossover investors have shifted heav-
ily away from emerging markets into mature 
market corporate bonds, including government-
guaranteed debt, amid a reevaluation of the 
diversification benefits from emerging markets 
as theories of “decoupling” proved wrong. Over 
the longer term, market participants believe 
emerging markets will retain a core of institu-
tional investors committed to strategic alloca-
tions. The reduction in the number of investors, 
however, combined with the disappearance 
of some broker-dealers, is likely to impair the 
liquidity of emerging market assets for several 
years to come.

C. The Crisis Has Engulfed Emerging 
Markets

Pressures on emerging markets intensified in 
September 2008, following the collapse of Leh-
man Brothers, as counterparty risks rose and as 
the credit crunch’s impact on economic activity 
became indisputable (Figure 1.11). A large set 
of interlinked risks has already pushed some 
emerging markets into crisis, and threatens 
many more, particularly in emerging central 
and eastern Europe. The severity of the crisis 
in emerging markets and the risks of spillovers 
call for a strong and coordinated response from 
policymakers at a global level to ensure that 
adequate liquidity is available. The decision 
taken at the recent G-20 summit to increase 

7It took about three years for inflows to return to 
emerging market dedicated investment funds after the 
Asian financial crisis in 1997–98.
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Figure 1.10. Emerging Market Hedge Funds: 
Estimated Assets and Net Asset Flows
(In billions of U.S. dollars)
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the resources available to the IMF can serve as 
an example in this respect. Policies should also 
be aimed at keeping mature market financial 
institutions engaged, through close cooperation 
between home and host authorities. Emerg-
ing market policymakers, in turn, need to 
strengthen their financial systems and poli-
cies for the more challenging global economic 
environment.

Crisis risks in emerging Europe have increased sharply...
Emerging Europe has been hit hard by global 

deleveraging. The impact has flowed through 
the same financial linkages with mature mar-
kets that previously allowed the region to build 
up a high degree of leverage through rapid 
foreign-financed credit growth (Table 1.1). 
Cross-border bank funding is now being dis-
rupted as the banking crisis in western Europe 
intensifies.8 Growth in credit to the private 
sector is falling rapidly, intensifying the vicious 
circle between output declines and deteriorat-
ing asset quality (Figure 1.12).

As a result, external debt spreads have risen 
sharply, stock markets have collapsed, and cur-
rencies have come under pressure, especially 
in those countries with large domestic and 
external imbalances (Figure 1.13). Households 
and corporates in a number of countries have 
built up large foreign exchange exposures in 
the run-up to the crisis, and further currency 
depreciation could result in severe loan writ-
edowns across the region, eroding the capital 
and asset quality of banks, including parents of 
foreign-owned subsidiaries.9 In countries with 
tightly managed exchange rate regimes, the 
fear of currency and stock market collapse also 
risks capital flight, such as that experienced in 
Russia and Ukraine.

8Previous editions of the GFSR have highlighted strains 
in banking systems that relied heavily on financing 
through international debt markets, such as Kazakhstan 
and Russia, which were impacted earlier in the crisis. 

9Table 1.1 shows that foreign currency loans (mostly 
in dollars, euros, and Swiss francs) make up at least half 
of total loans in the Baltics, Bulgaria, Croatia, Hungary, 
Romania, Serbia, and Ukraine.
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Figure 1.12. Emerging Europe: Real Credit Growth to 
the Private Sector and Output
(In percent, year-on-year) 

Sources: Bloomberg L.P.; Datastream; and IMF staff estimates.
Note: Figure uses countries in Table 1.1. State Bank of India for India’s CDS 

spreads. Regional average values are weighted by GDP. For Ukraine, changes in 
CDS spreads and equity prices are 3,119 bps and –62 percent, respectively.

Figure 1.13. Emerging Market Performance of Credit
Default Swap (CDS) Spreads and Equity Prices
(August 29, 2008–March 16, 2009)

Change in CDS spreads (basis points)

Ch
an

ge
 in

 e
qu

ity
 p

ric
es

 (p
er

ce
nt

)

–80

–70

–60

–50

–40

–30

–20

–10

0

0 200 600400 800 1000

Turkey
Poland Russia

Hungary

Croatia Romania
Estonia

Bulgaria
Lithuania

Latvia

Kazakhstan

Ukraine

Lower share
prices

Higher CDS spreads

Africa/Mideast
average

Emerging market Asia
average Latin America

average

Emerging market Europe
average



12

CHAPTER 1  STABILIZING THE GLOBAL FINANCIAL SYSTEM AND MITIGATING SPILLOVER RISKS

...and financial interconnectedness within Europe 
increases the risk of adverse feedback loops.

Most emerging European countries are highly 
dependent on western European banks, which 
own the majority of banking systems in these 
countries (see Box 1.2). The parents are largely 
concentrated in just a few countries (Austria, 
Belgium, Germany, Italy, and Sweden), and in 
some cases, the claims of the western European 
banks on emerging Europe are large relative to 
home country GDP as well (Austria, Belgium, 
and Sweden).

These interlinkages create feedback loops 
between emerging and western Europe that 
could exacerbate the crisis. For instance, the 
deteriorating financial condition of emerging 
European subsidiaries affects their parents’ 
liquidity and capital position. This has led to 
rating downgrades and higher funding costs for 
the parents, reducing their capacity to main-
tain funding to the subsidiaries, which further 
weakens the financial strength of the subsid-
iaries. Capital injections and wholesale fund-
ing guarantees to some parent banks by their 
home authorities have lessened risks to their 
subsidiaries, but raise other concerns, such 
as whether the parent banks will be pushed 
to divert credit to their home market. Sover-
eign credit default swap (CDS) spreads and 
bond yields of home countries with substan-
tial exposures to emerging Europe have risen 
sharply on concerns about the potential costs 
of bailing out banks. Subsidiaries with loan-to-
deposit ratios close to one (Table 1.1) can rely 
largely on their own funding sources to main-
tain lending, but, together with locally owned 
banks, face difficulties using local currency 
deposits to fund foreign currency loans owing 
to the dislocation in foreign exchange and 
cross-currency swap markets. Liquidity in these 
markets remains well below its level prior to 
September 2008, while the swap basis remains 
very wide for some currencies as global banks 
have scaled back dollar and euro liquidity (Fig-
ure 1.14). The Hungarian and Polish central 
banks recently introduced foreign exchange 
swap facilities to supplement private markets, 
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Table 1.1. Macro and Financial Indicators in Selected Emerging Market Countries

Current Account 
Balance1 

(Percent of GDP)

External Debt 
Refinancing 

Needs in 20092 

(Percent of 
reserves)

Net External 
Position vis-à-vis 

BIS Reporting 
Banks3 

(Percent of GDP)

Average Real 
Credit Growth 

over the Last Five 
Years4 

(Percent, year-on-
year)

Loan/Deposit5 

(Ratio)

Forex Share of 
Total Loans 

(Percent of total 
loans)

Europe
Bulgaria –12.3 132 –34.9 35.9 1.3 66.9
Croatia –6.5 136 –44.5 13.1 1.1 62.0
Czech Republic –2.8 89 –13.1 16.0 0.8 13.6
Estonia –6.3 346 –68.8 27.3 2.1 85.3
Hungary –3.9 101 –50.2 14.3 1.4 65.7
Kazakhstan –6.4 82 –5.1 50.1 1.7 43.6
Latvia –6.7 331 –57.6 38.4 2.8 89.3
Lithuania –4.0 204 –41.5 43.2 2.0 64.0
Poland –4.9 141 –15.4 14.7 1.1 32.6
Romania –7.5 127 –32.5 47.1 1.3 55.5
Russia 0.2 34 3.1 34.5 1.3 15.3
Serbia –12.2 . . . –12.2 26.2 1.2 68.0
Turkey –1.1 110 –11.9 29.8 0.7 28.9
Ukraine 0.6 117 –10.3 47.5 2.0 59.5

Gulf States
Kuwait 25.8 109 3.8 19.8 1.1 . . .
Saudi Arabia –1.8 . . . 22.3 22.2 0.9 8.2
United Arab Emirates –5.6 . . . –12.2 . . . 1.2 18.9

Africa
Egypt –3.0 14 8.5 0.9 0.6 28.0
Ghana –10.9 13 –5.0 26.4 0.8 . . .
Nigeria –9.0 . . . 10.3 34.2 1.1 . . .
South Africa –5.8 49 4.4 12.8 1.2 . . .
Uganda –6.2 . . . . . . 17.7 0.8 . . .

Asia
China 10.3 14 0.7 11.3 0.8 . . .
India –2.5 33 –8.9 18.2 0.8 . . .
Indonesia –0.4 73 –7.5 15.1 0.8 19.8
Korea 2.9 93 –18.9 6.3 1.2 8.5
Malaysia 12.9 23 –8.3 5.2 0.9 . . .
Pakistan –5.9 28 2.4 13.5 0.7 . . .
Philippines 2.3 39 –2.2 . . . . . . . . .
Thailand 0.0 34 1.3 2.6 1.0 . . .
Vietnam –4.8 8 –7.4 26.4 1.1 21.2

Latin America
Argentina 2.3 85 2.5 14.6 0.7 15.8
Brazil –1.8 40 –7.1 15.9 0.8 . . .
Chile –4.8 119 –7.2 11.6 1.4 . . .
Colombia –3.9 52 0.5 16.0 2.0 6.3
Mexico –2.5 64 –2.1 11.7 0.8 11.6
Peru –3.3 27 –2.2 8.2 0.9 57.5
Venezuela –0.4 59 19.7 45.8 0.8 <0.5

Sources: Bank for International Settlements (BIS); Bloomberg L.P.; IMF, Direction of Trade Statistics, International Financial Statistics, and 
World Economic Outlook (WEO) databases; and IMF staff estimates.

Note: The shaded boxes of the table point to areas of potential concern. Cut-off values are as follows: current account balance below 
–5 percent of GDP; refinancing needs in excess of 100 percent of reserves; net external liabilities to BIS reporting banks above 10 percent of 
GDP; average real growth of credit to the private sector greater than 30 percent year-on-year; loan-to-deposit ratio exceeding 1; and foreign-
currency-denominated loans exceeding 50 percent of total loans.

1Projections of the current account balance and GDP for 2009 in dollar terms from the WEO. 
2Short-term debt at initial maturity at end-2008 plus amortizations on medium- and long-term debt during 2009, estimated by IMF staff. Care 

should be taken in interpreting the figures, as circumstances among countries differ. For instance, the figures include obligations resulting from 
lending by foreign parent banks to domestic subsidiary banks, so the stability of the relationship between parents and subsidiaries needs to be 
taken into account. In addition, some countries have sovereign wealth funds whose assets may not be included in reserves.

3Data on external positions of reporting banks vis-à-vis individual countries and all sectors from the BIS, as of September 2008.
4Average growth of credit to the private sector, adjusted for inflation.
5Credit to the private sector relative to demand, time, saving, and foreign currency deposits.
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Financial interlinkages within Europe have 
grown markedly with the rise in foreign owner-
ship of banking systems in central, eastern, and 
southeastern Europe (CESE). Foreign owner-
ship has brought important benefits to the host 
countries, including advanced technology and 
risk management techniques, increased access to 
cross-border funding, and rapid financial deep-
ening. It has also brought important benefits to 
home countries in terms of income generation. 
At the same time, the growing financial links 
have raised susceptibility to negative spillovers for 
the hosts, as well as for the home countries.

Bank for International Settlements data show 
the interlinkages are substantial. Most CESE 
countries are highly dependent on western 
European banks, either through direct borrow-
ing by their private nonbank sectors or through 
local banks. Many countries use large amounts 
of cross-border funding, in relation both to 
their GDP and to the size of their banking 
system assets (see first figure). CESE countries’ 
funding exposures are fairly concentrated, with 
Austria, Germany, and Italy accounting for the 
largest share of claims on the region (see table). 
The Baltics obtain their funding mainly from 
Sweden. Such concentration of funding sources 
makes a large number of CESE countries heavily 
exposed to potential adverse developments in 
parent banks.

Western European bank credit exposures to 
CESE are generally not large in terms of the size 
of their own economies, but there are impor-
tant exceptions (see second figure). Austria has 
the largest exposure to CESE. The claims of its 
banks amount to over 70 percent of its GDP and 
26 percent of its banking system assets. Belgian 
and Swedish bank exposures are also relatively 
high in terms of their GDP, though much less 
so in relation to banking system assets. Even 
where direct credit exposures are well diversi-
fied across the CESE region (e.g., in Austria) or 
economically negligible (e.g., France, Germany, 

and Italy), potential economic and financial 
spillovers within CESE and western Europe 
could increase the impact well beyond those 
direct exposures.

Cross-border exposures have important impli-
cations for regional contagion and the spillover 
of financial pressures to real economies:
•	 Financial	shocks	could	be	transmitted	by	

the “common lender channel,” in which a 
western European banking sector has a large 
exposure to a trigger CESE country while 
being an important source of credit for other 
countries in the region. A shock affecting the 
trigger country that pressures banks in the 
common lender country could thus spill over 
to other CESE countries.

•	 CESE	banks	that	are	subsidiaries	of	foreign	
parents and are heavily dependent on parent 
funding to support credit growth could face a 
sudden shortfall of, or costly access to, credit, 
if the parent bank withdraws its lending to the 
subsidiary, or charges a much higher interest 
rate on its funding. While the reputational risk 
to the parent and the damage to its long-term 
business plans make this unlikely, Western 
banks have been facing increasing balance 
sheet pressure to slow lending and liquidity 
provision abroad as funding conditions in 
home countries become more difficult.

Some straightforward conclusions are that:
•	 The	greater	the	dependence	of	a	CESE	

country on funds from a regional common 
lender, the higher is its exposure to problems 
triggered in the common lender’s banks.

•	 The	greater	the	dependence	on	a	common	
lender, and the greater the latter’s exposure 
to a trigger country, the higher is the possibil-
ity of spillovers.

•	 The	risk	of	spillovers	is	highest	when	the	com-
mon lender has activities substantially concen-
trated in the region (e.g., Austria). They are 
smaller when the common lender’s exposure 
to the CESE is small in terms of its own 
economic size (e.g., Italy), since exposures 
to any potential trigger country’s problems 
are economically too small to affect the funds 
available to others.

Box 1.2. Cross-Border Exposures and Financial Interlinkages within Europe

Note: This box was prepared by Inci Ötker-Robe, 
drawing heavily on Árvai, Driessen, and Ötker-Robe 
(2009).
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Source: Árvai, Driessen, and Ötker-Robe (2009).
Note: CESE = Central, eastern, and southeastern Europe.
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Central, Eastern, and Southeastern Europe Exposure to western Europe, December 2007
(In percent of total cross-border outstanding obligations)

Borrower       Lender→ Austria Belgium France Germany Italy Netherlands Portugal Spain Sweden Switzerland
United 

Kingdom Other Total

Albania 46.6 0.0 9.8 0.5 20.1 0.1 . . . . . . . . . 0.1 0.1 22.8 100
Belarus 48.8 1.3 3.6 29.7 5.5 4.2 0.7 0.7 0.1 2.4 0.3 2.6 100
Bosnia and Herzegovina 49.9 0.1 0.1 22.5 25.7 0.7 . . . 0.0 0.0 0.3 0.0 0.5 100
Bulgaria 15.0 5.1 6.8 6.0 20.4 1.8 . . . 0.2 0.1 11.3 0.2 33.2 100
Cyprus 7.2 6.9 8.2 22.0 2.6 2.0 0.4 0.1 1.5 11.3 5.9 31.8 100
Czech Republic 29.7 24.3 18.2 5.8 9.9 3.6 0.1 0.4 0.1 0.5 . . . 7.4 100
Estonia 0.8 0.3 0.3 3.2 1.6 0.1 . . . 0.1 78.7 0.1 0.0 14.9 100
Croatia 36.4 0.4 8.2 19.4 32.5 0.2 0.0 0.0 0.0 0.2 0.6 2.1 100
Hungary 24.6 12.0 7.0 23.4 18.4 4.3 0.3 0.8 0.2 0.6 . . . 8.5 100
Latvia 1.9 0.0 0.6 10.4 2.9 0.0 0.0 0.1 58.6 0.1 0.5 24.9 100
Lithuania 0.9 0.2 0.8 8.6 1.7 0.2 0.1 0.0 64.4 0.4 0.1 22.4 100
Macedonia 6.9 0.3 0.2 5.4 1.4 0.2 0.2 . . . 0.6 84.7 100
Moldova 32.5 1.1 . . . 19.5 33.2 4.7 3.2 0.7 . . . . . . 0.7 4.3 100
Montenegro 34.1 0.5 1.5 37.6 24.5 0.2 . . . . . . . . . 0.3 . . . 1.4 100
Poland 6.2 8.0 7.4 18.1 20.5 9.9 4.7 1.6 2.5 2.2 1.1 17.7 100
Romania 33.1 0.7 15.0 15.7 8.3 5.8 0.1 0.1 0.1 5.6 0.2 15.4 100
Russia 8.7 3.7 13.1 19.6 9.0 9.0 0.1 0.8 2.9 8.8 . . . 24.2 100
Serbia 36.3 0.2 5.8 12.8 19.5 0.0 . . . 0.0 0.0 5.7 0.1 19.5 100
Slovak Republic 36.1 15.3 5.8 4.7 23.6 5.8 0.0 0.1 0.1 0.1 . . . 8.4 100
Turkey 1.4 8.7 9.6 11.0 . . . 11.1 0.7 0.3 0.2 5.0 . . . 52.0 100
Ukraine 25.6 1.3 20.1 9.1 5.9 6.4 0.2 0.1 4.0 16.2 1.3 9.9 100
Central, Eastern, and 

Southeastern Europe
17.8 7.7 10.0 14.4 13.3 6.1 0.9 0.6 6.1 3.8 3.2 16.2 100

Source: Árvai, Driessen, and Ötker-Robe (2009).
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which has contributed to a narrowing of cross-
currency swap spreads.

In Latin America and Asia, the dramatic drop in trade 
and domestic activity is leading to a collapse in working 
capital available to corporates.

Cross-border funding risks are somewhat less 
acute in Asia and Latin America, given that 
countries in these regions entered the crisis 
with generally stronger external balances, larger 
international reserves, and deeper local funding 
markets (see Table 1.1). Still, Asian and Latin 
American asset prices have fallen substantially 
over the past three quarters.

The Asian corporate sector looks likely to 
be hit hard by extremely large drops in trade 
volumes. Sharp drops in export revenues are 
leading some companies to burn through cash 
reserves rapidly, implying that financing needs 
will pick up. However, foreign financing is 
increasingly scarce. Hedge funds that had been 
a major source of capital for Asia’s corporate 
expansion are now mostly trying to sell their 
largely illiquid assets, while foreign banks are 
deleveraging. Banks in Asia and Latin America 
are less impacted by the crisis than in emerging 
Europe, as they are mostly still well-capitalized 
and locally funded with low loan-to-deposit 
ratios, but are increasingly concerned about the 
quality of their loan books and are scaling back 
working capital financing to corporates.10 A 

10China, where banks have been expanding balance 
sheets vigorously in response to stimulus measures, serves 

concern is that funding of bigger corporates will 
squeeze out small and medium-sized enterprises 
and new entrants.

The abrupt fall in trade volumes in recent 
months appears to have been worsened by the 
disruption in the provision of finance for work-
ing capital, including trade finance. The cost 
of trade finance has increased significantly and 
its modalities have changed, returning from 
open-account trade financing to more tradi-
tional structures (see Box 1.3).11 Many export-
ers have restricted the credit they are willing to 
provide their customers as a result of reduced 
access to capital and heightened concerns about 
customer creditworthiness.12 To address these 
concerns, the March 2009 G-20 summit commit-
ted up to $250 billion to support trade financing 
through export credit and investment agencies, 
and through multilateral development banks.

as a notable exception.
11Open-account trade financing is when the shipment 

occurs before payment is received, so the transaction is 
effectively financed by the exporter.

12Other exporters have been forced to give more gen-
erous trade credit terms to customers, such as a lengthen-
ing of payment terms. Whether exporters are tightening 
trade credit terms for customers or being forced to give 
them more generous terms may reflect which party has 
more bargaining power in any particular relationship. 
Either way, the net effect will be a reduction in the supply 
of such credit, since in the latter case, exporters will be 
repaid more slowly and may therefore have to restrict 
credit to other customers. 

This analysis does not represent an assess-
ment of the financial or macroeconomic 
vulnerability of individual countries. It only 
gauges a country’s susceptibility to spillovers 
from problems in another country in the 
region, and helps identify the channels for 
such potential effects. The actual vulnerability 

of a country will depend on its macroeconomic 
fundamentals; the capitalization, liquidity, and 
general soundness of its banking systems and 
other key institutions; the maturity structure of 
its debt; and the nature of the regulations that 
affect financial relations between home and 
host institutions.

Box 1.2 (concluded)
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Credit growth in emerging markets is set to decelerate 
sharply as capital inflows come to a halt.

The econometric analysis presented in Annex 
1.2 indicates that emerging markets that have 
been relying on foreign inflows to finance credit 
booms could see real credit contract by as much 
as 15 percent a year over the next couple of 
years, which would be similar to the magnitudes 
seen in previous episodes of “sudden stops” in 
emerging markets (Figure 1.15). The global pol-
icy response under way, with increased resources 
to the IMF and other international financial 
institutions, will help mitigate the drop in credit 
growth in emerging markets. However, large 
credit contractions are still likely to materialize 
in some countries in emerging Europe. Credit 
growth is set to slow considerably also in Asia 
and Latin America over the coming years, as 
banks in these regions are increasingly reluctant 
to lend with deteriorating economic conditions 
and rising loan writedowns.

Emerging market corporates are vulnerable to financial 
distress, as they have high external debt refinancing 
needs...

Given the run-up in emerging market corpo-
rate external debt in recent years, a slowdown 
in financing will impair the ability of these 
corporates to meet their debt refinancing 
needs. IMF estimates suggest refinancing needs 
(calculated as short-term debt plus amortiza-
tions of medium- and long-term debt) faced by 
emerging markets will grow from an estimated 
$1.5 trillion in 2008, to $1.6 trillion in 2009, 
and $1.8 trillion by 2012 (Figure 1.16).13 The 
bulk of the increase is projected to come from 
corporates (including financial institutions). 
The requirements of emerging Europe are large 
not only in absolute terms—estimated corporate 
refinancing needs in 2009 amount to $124 bil-

13These totals include refinancing needs in the Middle 
East and Africa, which are not shown in Figure 1.16. 
The time profile through 2012 assumes that a sudden 
stop does not occur, with refinancing needs in each year 
including around $1.2 trillion of short-term liabilities 
such as trade credits, intercompany loans, and nonresi-
dent deposits. 

ThE CRISIS hAS EngUlfEd EMERgIng MARkETS

Figure 1.15. Emerging Market Real Credit Growth
(In percent, year-on-year, average in panel) 

Sources: IMF, World Economic Outlook database; and IMF staff estimates.
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lion in Russia, $80 billion in Poland, and $62 bil-
lion in Turkey—but also in relation to official 
reserves, highlighting the region’s vulnerability 
to a continued seizing up of capital flows to 

emerging markets (see Table 1.1). As a share 
of GDP in each region, the estimated refinanc-
ing needs in 2009 amount to 9 percent in Asia, 
19 percent in emerging Europe, and 8 percent 

The global financial crisis has affected the 
cost, volumes, and modalities of trade finance. 
Reports from most regions indicate trade finance 
has become more expensive, volumes have been 
hit, and banks have moved away from funded 
open-account facilities, which had become most 
common in recent years, to more traditional 
forms of trade finance as counterparty risk rose 
rapidly. It has also become increasingly difficult 
to obtain trade finance insurance: trade insurers, 
like monolines, have had excessive amounts of 
troubled assets on their balance sheets, are now 
forced to deleverage, and, therefore, have cut 
back on their activities dramatically.

As elsewhere, trade finance in sub-Saharan 
Africa has become significantly more expensive, 
usually involves shorter maturities, and has 
contracted in scale, although in this stage of 
the global crisis declining volumes also reflect a 
drop in global demand. Spreads have reportedly 
increased from 100 to 150 bps to around 400 
bps over LIBOR as country risk and counter-
party concerns intensify, with much higher 
spreads reported in some cases.

Higher trade finance costs stem not only from 
higher spreads on borrowing and fees, but also 
from delays in payments and deliveries, for-
eign exchange shortages, and cash constraints. 
In Nigeria, importers are increasingly being 
asked by banks to pay in foreign exchange 
(obtained from the central bank against proof 
of imports) at the time when letters of credit 
are being opened, which pushes them to rely 
on more expensive funding in local currency 
and constrains their working cash balances. 
Ghanaian banks are charging more to facili-
tate import transactions (as are corresponding 
banks abroad) and see a significant shift toward 
the use of pre-paid letters of credit as foreign 
exchange shortages in the domestic market 
intensify. Alternatively, they charge for docu-

mentary collections (a fee-for-service option 
that does not bear a bank guarantee risk) and 
collateral management arrangements.

Trade finance has been increasingly routed 
through either the largest well-established local 
banks (with long-term relationships with cor-
respondent international banks) or via local 
subsidiaries of international banks. International 
banks now often either do not roll over or cancel 
funded overdraft facilities without warning. 
The situation may be particularly difficult in 
some low-income countries, where even large 
domestic banks may have limited international 
reputation.1 And disruption may intensify as 
the macroeconomic shocks unfold.2 As a rule 
now, international banks do not confirm clients’ 
letters of credit unless they are prepaid, or have 
cash or other tangible collateral. They focus on 
longstanding relationships with known large local 
banks and have stopped doing business with 
second-tier banks, which are forced to seek access 
to trade finance through first-tier competitors.3

Note: This box reports on discussions with banks, 
corporates, regulators, and government officials in a 
number of sub-Saharan countries, and was prepared 
by Effie Psalida.

1International Finance Corporation staff have noted 
that even large domestic banks, with limited nostro 
balances to provide collateral, are encountering sizable 
difficulties in maintaining trade finance arrangements.

2Information on trade finance is normally propri-
etary between corporate customer and bank, between 
the two correspondent banks, or directly between 
corporates: data compilation is difficult and most 
evidence is anecdotal or impressionistic.

3A large South African bank, which intermediates 
much trade financing in sub-Saharan Africa, argues 
that foreign exchange is becoming harder to access 
in the region, that some larger banks have in recent 
months missed payment due dates, and that the bank 
itself is now extending trade credit in sub-Saharan 
Africa only on a case-by-case basis (evaluating both 
corporate and bank involved).

Box 1.3. Effects of the Global Financial Crisis on Trade Finance: The Case of Sub-Saharan Africa
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in Latin America. Although substantial, cor-
porate refinancing needs are less alarming in 
relation to official reserves and GDP in Asia and 
Latin America, and corporate debt spreads have 
not increased as dramatically as in emerging 
Europe (Figure 1.17).

Currency depreciations are exacerbating the 
refinancing risk for corporates with high exter-
nal indebtedness. In addition, corporates in a 
number of countries (such as Brazil, Indone-
sia, Korea, Mexico, and Poland) have suffered 
significant losses on currency derivative strate-
gies that they took in anticipation of continued 
appreciation of domestic currencies that have, 
in fact, since depreciated sharply.

...that will be difficult to meet.
In light of the substantial challenges that 

emerging market corporates face, mature-
market investment managers are loath to 
allocate resources toward the corporate debt 
market. Emerging market corporates had not 
yet become an established asset class prior to the 
crisis, with relatively few funds benchmarked to 
the main emerging market corporate indices. 
Now, most corporate bond funds have been sus-
pended, with only a pool of fairly illiquid assets 
remaining under management. The overhang 
of illiquid assets, combined with the general 
retrenchment from emerging market assets, 
will make it difficult to regenerate an investor 
base for emerging market corporates that could 
underpin a revival of primary markets.

Domestic financing is not likely to be a suf-
ficient substitute. In emerging Europe, corpo-
rate external refinancing needs for 2009 are 
especially large relative to the size of domestic 
credit markets. There are hardly any markets for 
domestic corporate bonds in emerging Europe, 
and external private refinancing needs amount 
to more than 50 percent of domestic bank credit 
to the private sector on average in the region. 
In Asia and Latin America, local funding may be 
able to mitigate the drop-off in foreign inflows 
to a greater extent, given that corporate exter-
nal refinancing needs are in general smaller 
relative to domestic bank credit, and that local 
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corporate bond markets are more developed 
than in emerging Europe.14 However, small 
and medium-sized corporates in Asia and Latin 
America are still likely to run into difficulties 
rolling over their debt.

Emerging market banks face mounting writedowns and 
require fresh equity as economic conditions deteriorate 
rapidly.

Estimates of the potential scale of writ-
edowns on loans and securities at emerging 
market banks have been rising sharply in 
recent months. Writedowns in emerging mar-
ket banking systems (including in the subsid-
iaries of foreign parent banks), could reach 
$800 billion or around 7 percent of assets 
(Table 1.2). While some systems have large 
capital buffers that could absorb writedowns 
of this scale, many emerging market banks 
(particularly in emerging Europe) will require 
fresh capital, possibly totaling $300 billion.15 
Much of this will have to be financed by the 
official sector, as there is little prospect of a 
timely resurgence of private investor interest 
in these institutions. But some governments 
will themselves be hard pressed to provide 
capital to the banks operating in their coun-
tries, as their fiscal positions are stretched 
by the economic downturn and the need for 
stimulus spending. Foreign banks with subsid-
iaries in emerging market countries are facing 
mounting credit writedowns at home and will 
find it difficult to make up the capital short-
falls of their subsidiaries. Thus, it is likely that 
many emerging market banks will face chal-
lenges in repairing capital deficiencies.

Emerging market sovereigns will suffer spillovers from 
banking and corporate distress.

Concern about the consequences for public 
finances of stimulus plans and bailout packages 
is raising market premia for sovereign risk. Our 

14External corporate refinancing needs are equivalent 
to about 10 percent of domestic bank credit to the pri-
vate sector in China, India, and Brazil.

15These figures exclude China.

sovereign bond spreads model indicates that 
emerging market spreads have risen as a result 
of continued stress in core mature financial 
markets and deteriorating emerging market 
fundamentals (Figure 1.18).16 Given the likely 
length and depth of the credit crunch in core 
markets, there is a risk that spreads will remain 
elevated throughout 2009 and 2010. In addition, 
rating agencies have downgraded sovereign debt 
ratings or outlooks in many emerging European 
countries, attributed in part to the cost of finan-
cial support packages.

Concerns about domestic banking condi-
tions have also caused more volatile condi-
tions for public sector debt, including some 
protracted interruptions in financing for 
emerging European sovereigns. Government 
issuers have had to shorten maturities as inves-
tors retreat from risk, increasing refinancing 
risks.

Hedging behavior has contributed another 
channel for spillovers from corporate and bank-
ing sector distress to sovereigns. In many cases, 
investors are hedging against risks on what are 
now illiquid holdings of emerging market corpo-
rate bonds by buying protection on sovereigns 
in CDS markets. This appears to have contrib-
uted to a rise in sovereign CDS spreads, above 
and beyond concerns about sovereign credit 
quality.

IMF analysis shows the extent to which CDS 
spreads have priced in concerns about spillovers 

16See Box 1.5 of the April 2006 GFSR for details about 
the model.

Table 1.2. Potential writedowns and Capital Needs for 
Emerging Market Banks by Region
(In billions of U.S. dollars)

Region
Total 

Assets
Potential 

Writedowns

Potential 
Capital 
Buffer

Potential 
Capital 
Needs

Asia (excluding China) 4,668 270 148 122
Europe/Middle East/Africa 3,959 345 203 142

Of which: Eastern Europe 2,056 185 83 102
Latin America 2,957 181 144 37
Total 11,584 796 495 301

Source: IMF staff estimates.
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to emerging market sovereigns from mature 
market banks (see Annex 1.3). Market estimates 
of risks for emerging market sovereigns and the 
mature market banks exposed to them increased 
in tandem up to September 2008. However, in 
the fourth quarter of last year, risks in emerging 
market sovereigns moved significantly higher 
than in mature market banks, as the latter 
received support from their own governments. 
The analysis shows that the risk of distress for 
emerging market sovereigns in the case of 
default by a parent bank has increased substan-
tially in recent months across all regions 
(Figure 1.19).

Emerging market sovereigns may also face 
spillover risks from increased mature market 
issuance of government and government-guar-
anteed debt, which may crowd out emerging 
market sovereign borrowers to some extent (see 
Section F).

Emerging economies face unique policy challenges given 
the scale of resources required.

Emerging economies have introduced a 
range of policies to deal with the challenges of 
global deleveraging and risk aversion, but the 
scale of interventions needed in markets and 
banking systems will likely strain already limited 
resources.

Like their mature market counterparts, 
emerging market central banks have expanded 
liquidity provision to their banking systems, 
often by reducing relatively high reserve and 
liquid asset requirements and reversing the 
direction of open market operations in order 
to inject, rather than absorb, liquidity. However, 
the effect has been limited given that domestic 
interbank markets were often not a significant 
source of bank funding.

Many countries have introduced or expanded 
deposit insurance schemes to shore up confi-
dence in local banks. The capacity to provide 
a credible deposit insurance safety net has 
sometimes been limited, particularly where the 
deposit base was highly dollarized. Some coun-
tries with additional resources have been able to 
extend guarantees to other bank liabilities.
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Central banks have addressed the collapse in 
cross-border bank funding by providing dollars 
to local banks through swaps or outright sales 
of foreign currency. A few have been able to 
arrange swap lines with advanced economy cen-
tral banks. In some cases, countries have imposed 
capital controls or measures to limit conversion 
of domestic currency to foreign exchange.

Some countries have directly supported credit 
for the corporate sector, including trade finance. 
This has been particularly important where local 
banks, facing their own pressures to deleverage, 
have been hard pressed to substitute for the 
drop in foreign financing.

Addressing the potential financing shortfalls facing 
emerging markets will require a significant coordinated 
response from the international community...

The international community will need to 
provide a large amount of resources and avoid 
measures that exacerbate existing deleverag-
ing pressures on emerging markets. The deci-
sion by the G-20 to substantially increase the 
resources of the IMF and provide other forms 
of finance to emerging markets is an important 
step. The recent reforms of the IMF’s lending 
facilities, introducing a Flexible Credit Line and 
streamlining conditionality, will provide support 
to emerging markets in the face of the global 
crisis (Box 1.4). However, additional short-term 
liquidity support from major advanced economy 
central banks to emerging market central banks 
may be needed on a case-by-case basis to address 
immediate refinancing pressures. This will be par-
ticularly important in emerging Europe, where 
major banks active in the region have rolled over 
existing funding, but may curb new funding.

Substantial longer-term resources would help 
emerging market countries shore up their finan-
cial systems, replenish reserves that are being 
rapidly depleted to finance measures to alleviate 
the crisis, and ease macroeconomic adjustment. 
In this context, the pledge of up to 24.5 bil-
lion euros in 2009 and 2010 by the European 
Bank for Reconstruction and Development, the 
European Investment Bank, and the World Bank 
to support banking sectors and bank lending 

to enterprises in emerging Europe, and the deci-
sion by the European Union to increase crisis 
support to non-euro members, mark welcome 
initiatives. With the passage of time, the provi-
sion of such support will increasingly need to be 
conditioned on the adoption of a broader set of 
corrective policies.

…and from national policymakers. Policies for Europe 
will have to take into account the particular importance 
of cooperation given the especially close linkages 
between mature and emerging Europe.

Given the speed and intensity of the crisis, 
policy actions have at times not been sufficiently 
coordinated either globally, or between mature 
and emerging countries within regions. The 
various channels for spillovers in both direc-
tions imply that systemic and comprehensive 
approaches are needed. Indeed, one of the 
important lessons that policymakers, including 
those at the IMF, drew from the Asian crisis is 
the dangers inherent in pursuing a one-country-
at-a-time approach, although policies should 
also take care to recognize relevant differences 
between countries.

Financial support measures for parent banks 
in mature markets should take into account the 
risk of introducing home bias that may stifle the 
timely resumption of banking inflows to emerg-
ing markets. Similarly, advanced country bank 
deposit guarantees may have caused deposit 
outflows from emerging market banks where 
local authorities do not have sufficient resources 
to match the mature market guarantees. These 
problems may be especially acute in emerging 
Europe, where links between mature market par-
ent banks and emerging market subsidiaries are 
particularly strong. International financial sup-
port packages to emerging market countries may 
need to include elements that can offset such 
effects by providing financing for policy mea-
sures that can support continued capital inflows 
and funding of local banks by the private sector.

Joint action should be taken to clean up bank 
balance sheets and ensure that banking groups 
are addressed in a coherent and durable man-
ner. Regional stress tests involving both parent 
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and subsidiaries could help establish the level of 
impairment to assets and capital needs.

The absence of clear rules for cross-border 
crisis management and burden-sharing raises 
uncertainty about the costs the host country 
will bear, including the recapitalization needs of 

foreign-owned subsidiaries. There is also a need 
for clear rules on cross-border crisis prevention 
and mechanisms for the unwinding of public 
policy intervention. In the longer term, more 
harmonized prudential regulations and supervi-
sory practices may enhance the effectiveness of 

ThE CRISIS hAS EngUlfEd EMERgIng MARkETS

In response to the global credit crisis, the IMF 
overhauled its lending framework and expanded its 
resources.1 Reforms were aimed at bolstering con-
tingent lending instruments for crisis prevention, 
facilitating larger and more frontloaded financing 
and further streamlining conditionality. Markets have 
responded favorably to the reforms. This box discusses 
the key elements of the reforms and their implications 
for emerging markets.

In late March, the IMF overhauled its lending 
framework, with the intent of better tailoring 
IMF facilities to the varying needs of member 
countries. This reform included the creation of 
the Flexible Credit Line (FCL), the moderniza-
tion of conditionality, and the simplification of 
(nonconcessional) lending terms. To bolster the 
IMF’s lending capacity, the G-20 group of lead-
ing economies agreed to triple the resources 
available to the IMF to $750 billion. These mea-
sures are intended to provide reassurance that 
the IMF has the tools and resources needed, in 
turn restoring confidence to emerging mar-
kets. In addition, the G-20 agreed to support a 
general allocation of the IMF’s Special Drawing 
Rights (SDRs) equivalent to $250 billion, in an 
effort to boost global liquidity.

The FCL is geared toward making conditions 
for access to IMF resources more flexible for 
countries with very strong fundamentals and 
policies. The key design feature of the FCL is 
the reliance on an ex ante screening process of 
qualification rather than the traditional ex post 
program conditions.2 The FCL is expected to 

Note: The main author of this box is Rebecca 
McCaughrin.

1See detailed material on the reforms at www.imf.
org/external/np/sec/pn/2009/pn0940.htm.

2The qualification criteria include a sustainable 
external position, a capital account position domi-

perform a catalytic role by providing assurances 
to investors that resources would be available if 
needed and therefore helping ensure the coun-
try’s continued access to international capital 
markets.

Other key elements of the overhaul of the 
IMF’s lending toolkit included increased flex-
ibility of high-access precautionary Stand-by 
Arrangements to ensure all members have 
access to effective insurance instruments; 
streamlined conditionality by discontinuing the 
use of structural performance criteria; the elimi-
nation of seldom-used facilities; and the simpli-
fication of repayment terms of nonconcessional 
loans. The IMF is also working on an overhaul 
of its concessional lending facilities.

To meet the additional demand for capital, 
the G-20 pledged up to $1.1 trillion, includ-
ing (i) commitment to immediately increase 
bilateral financing to the IMF from members by 
$250 billion, subsequently incorporated into an 
expanded and more flexible New Arrangements 
to Borrow, increased by up to $500 billion;3 (ii) 
a $250 billion equivalent increase in SDRs to 
supplement existing official reserves of member 
countries;4 (iii) $100 billion in additional funds 

nated by private flows, a track record of sovereign 
access to international capital markets at favorable 
terms, a relatively comfortable reserve position, sound 
public finances, low and stable inflation, a solvent 
banking system, effective financial sector supervision, 
and data transparency and integrity.

3Bilateral credit lines have already been commit-
ted by Japan ($100 billion), Europe ($100 billion), 
Norway ($4.5 billion), Canada ($10 billion), and 
Switzerland ($10 billion).

4The G-20-supported SDR allocation would raise 
the stock of SDRs nearly nine-fold to $282 billion at 
current exchange rates. Given that allocations are 
proportional to quotas, emerging markets will receive 

Box 1.4. Enhanced IMF Lending Capabilities and Implications for Emerging Markets
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provided by multilateral development banks; and 
(iv) $250 billion in trade credit provided by the 
World Bank and national export credit agencies.

The overhaul of the IMF’s lending toolkit and 
the expansion of international financial institu-
tions’ resources are key elements of the global 
policy response, and its stabilizing effect has 
already been evidenced. By increasing access to 
external financing at favorable terms, risks of 
heightened balance of payment pressures have 
been reduced. To date, an FCL arrangement 
has been requested by Colombia (with access 
of $10.4 billion or 900 percent of quota), and 
approved for Mexico (with access of $47 billion 
or 1,000 percent of quota) and Poland ($20.5 
billion or 1,000 percent of quota). Since the 
approval of the IMF’s reforms, external credit 
and credit default swap spreads on emerg-
ing market sovereigns have tightened about 
80 basis points, while comparable corporate 
credit spreads have tightened 40 basis points, 
though both remain near mid-October 2008 
levels (see first figure). Emerging market shares 
rebounded, outperforming mature market 
stocks. Cross-currency swaps also narrowed in 
several countries, reflecting an easing in foreign 
currency funding constraints. Emerging Euro-
pean assets—where refinancing concerns are 
most acute—especially benefited (see second 
figure). Default probabilities receded, while cur-
rency, equity, and debt markets outperformed 
assets in other regions. Economies outside the 
region that applied for FCL funding or were 
perceived as benefiting from potentially higher 
access to official financing experienced gains 
across a range of core local assets. Several sover-
eign and quasi-sovereign borrowers have taken 
advantage of the improving financing environ-
ment to issue debt, while others are planning 
new issues. Nonetheless, risk appetite remains 
lukewarm—as demonstrated by still tepid flows 
into emerging market assets—and funding and 
credit markets remain severely strained.

about $80 billion, which will directly augment their 
reserves, and which can be exchanged for reserve 
currencies.

Box 1.4 (concluded)
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supervision and regulation of cross-border banks, 
and reduce regulatory arbitrage. Joint supervisory 
analysis and inspections of systemically important 
banks should take into consideration the inter-
connectedness of risks and test for spillover risks 
that amplify the overall risk exposures of banks 
active in the region.17

Policymakers should also prepare for corporate and 
household distress, which will imply a need to plan for 
orderly debt restructurings in some cases.

Steps also need to be taken to prepare for 
wide-ranging corporate and household balance 
sheet stress. Some combination of public sector 
support and targeted corporate restructuring 
will likely be necessary in many countries.18 
In countries such as Kazakhstan, Russia, and 
Ukraine, the systemic importance of some of the 
corporates and the size of their funding gaps 
suggest the need for a comprehensive approach 
that would help ensure that any large-scale 
restructurings take place in an orderly manner, 
including with consensual private sector involve-
ment. There will likely be a need for national 
authorities to coordinate on debt restructuring, 
given the importance of cross-border exposures.

Household debt restructuring may be nec-
essary where households took on foreign-
exchange-denominated liabilities, notably 
mortgages. In such cases, the authorities will 
need to assess whether the problem is large 
enough to require a generalized solution. 
Government-sponsored debt relief programs, 
perhaps with some form of risk- or loss-sharing 
between the government and banks (and pos-
sibly combined with bank recapitalization), may 
be needed to reduce the costs to the economy 
of widespread defaults, including costs associ-
ated with mortgage foreclosures, which could 
add further downward pressure on house prices 
and widen the problem.19

17See Chapter 2 for methods to measure interconnect-
edness of risks and systemic linkages. 

18Annex 1.4 outlines principles involved in such 
restructuring drawn from country crisis experience.

19Such programs could include some elements of prin-
cipal reduction, lowering of interest rates, or extension of 

D. The Deteriorating Outlook for 
Household and Corporate Defaults in 
Mature Markets and Implications for the 
Financial System

Real estate, consumer, and corporate cycles have turned 
in a global synchronized fashion...

Credit cycles have turned sharply across asset 
classes and geographical areas, with the deterio-
ration moving to higher-rated corporate credits 
and other assets that had previously escaped 
the worst of the problems. Previous GFSRs have 
documented the rise in delinquencies across a 
range of credit markets and provided scenarios 
for projected charge-off rates on credit. An 
update of that analysis using the latest World 
Economic Outlook forecasts of a deeper and more 
protracted recession, larger declines in house 
prices, and a longer period of tight lending 
conditions results in a higher projected rate of 
credit deterioration compared to the last GFSR 
(Figure 1.20).20

Residential mortgage credit performance has 
continued to weaken in the United States and in 
Europe. Home prices in major advanced econo-
mies have already fallen roughly 10 percent 
from their peaks on average, with the sharpest 
declines in the United States (27 percent) and 

loan terms. In some cases, it could include redenomina-
tion of mortgages into domestic currency loans, though 
consideration would then need to be given to the impact 
of what are likely to be higher domestic interest rates on 
the debtor’s ability to pay. Bank regulators may also need 
to give consideration to special provisioning treatment for 
restructured loans.

20Under our baseline case, where U.S. GDP bottoms 
out at –3.3 percent year-on-year in 2009:Q3, lending 
conditions cease tightening around the end of 2010, and 
home prices fall a further 18 percent from now until 
end-2010, charge-off rates on U.S. residential real estate 
loans peak at roughly 4.7 percent, consumer and com-
mercial real estate loans at 5.3 percent, consumer loans 
at 5.8 percent, and commercial and industrial loans at 2.2 
percent. Under an adverse (deflationary) scenario, where 
GDP bottoms out at –6.5 percent in 2010, normalization 
of lending conditions is postponed by 1.5 years, home 
prices drop by an additional 35 percent by 2012, and 
charge-off rates on residential real estate loans peak at 
roughly 9 percent, commercial real estate loans at 11 
percent, consumer loans at 7.5 percent, and commercial 
and industrial loans at 3 percent.

ThE dETERIoRATIng oUTlook foR hoUSEhold And CoRpoRATE dEfAUlTS
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the United Kingdom (21 percent). Futures 
markets are pointing to substantial further 
declines. In the United States, delinquency and 
foreclosure rates have continued to rise on both 
prime and nonprime loans (Figure 1.21) and 
foreclosure moratoriums and other work-out 
efforts have failed to reverse the deterioration. 
In some cases, public interventions, including 
large-scale purchases of mortgage-backed securi-
ties (MBS), have helped reduce primary and 
secondary mortgage rates and contain or narrow 
spreads.21 Nevertheless, issuance of MBS has 
continued to decline, with U.S. and European 
originations down 40 percent year-to-date from 
already depressed levels during the same period 
last year.22

Commercial mortgages are following the same 
pattern as residential mortgages. Until recently, 
the outlook for commercial mortgages had 
appeared slightly brighter, as occupancy rates 
remained high, and contractual arrangements 
looked more robust. However, this apparent 
resilience has disappeared—commercial real 
estate prices have already dropped 21 percent 
since the peak in the United States, 35 percent 
in the United Kingdom, and are starting to 
edge lower elsewhere in Europe. Commercial 
real estate loan performance has begun to 
deteriorate in the United States and the United 
Kingdom. Delinquencies have started to rise, 
and will doubtless accelerate as the economic 
cycle deteriorates further. U.S., U.K., and euro 
area commercial mortgage-backed security 
(CMBS) spreads have widened on average over 
1,800 basis points, 800 basis points, and 800 
basis points, respectively, since the last GFSR, 

21For instance, U.S. 30-year conforming MBS spreads 
have narrowed roughly 100 basis points since the peak.

22For prime mortgages, rates have fallen and credit 
terms have eased, so lower issuance reflects either lower 
demand (e.g., consumers are unwilling or unable to refi-
nance or take out new mortgages) or rationed lending. 
In the nonprime segment, rates have edged up, and secu-
ritization markets are still closed, suggesting that supply 
may still be the constraining factor. In both cases, longer 
loan processing, credit verification, and home appraisal 
times may be slowing the translation of mortgage applica-
tions into loans. 

Figure 1.21. Delinquency Rate of U.S. Residential
Mortgage Loans
(In percent of total loans, 90+ days) 

Source: Bloomberg L.P.
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though with significant differentiation across the 
capital structure (Figure 1.22). The supply of 
commercial mortgages remains weak, with inter-
est rates high. U.S. and European CMBS securi-
tizations both collapsed 90 percent last year, and 
have been nearly nonexistent so far this year.23

...taking a toll on balance sheets.
Economic stress is also putting pressure on 

household balance sheets and debt servicing, in 
turn triggering deterioration in consumer credit 
markets. At the start of the crisis, U.S. house-
holds borrowed more heavily on credit cards 
and other forms of consumer credit as other 
credit channels began to close. That trend has 
since ceased, and consumer credit in Europe has 
also started to contract, as the financial condi-
tion of consumers has weakened sharply. This is 
illustrated by rising delinquencies, bankruptcies, 
and charge-off rates, while spreads have widened 
across most consumer credit sectors since the 
last GFSR (Figure 1.23).24 Rates remain high and 
securitization anemic, suggesting that supply-side 
constraints predominate.25 Since the peak, U.S. 
nonmortgage ABS issuance has fallen by more 
than 80 percent. European issuance, meanwhile, 

23In part, this reflects difficulties hedging loans. The 
CMBX, an index of credit defaults swaps linked to CMBS 
and commonly used as a hedging instrument, remains 
volatile and continues to diverge from the cash market. 
This makes it difficult to hedge prior to the execution of 
CMBS deals. In the United Kingdom, banks are reluctant 
to lend, as they are still digesting earlier heavy lending 
to property companies that are now experiencing severe 
difficulties. Moreover, with the drop-off in consumer 
demand, a number of retailers and manufacturers are 
under pressure, with banks frequently holding commer-
cial real estate collateral against the credits.

24There has been some retracement since the 
announcement of the Federal Reserve’s Term Asset-
Backed Securities Loan Facility (TALF) program, which 
provides financing on a nonrecourse basis to holders of 
high-rated ABS backed by newly and recently originated 
loans. Highly-rated CMBS, which are also eligible under 
the program, have seen a similar improvement.

25Falling volumes of credit with lower interest rates 
suggest lower demand is the main driver (a leftward shift 
of the demand curve), but lower volumes with higher inter-
est rates (as here) suggests credit supply is the driver (a 
leftward shift of the supply curve). It is the latter that we 
characterize as a credit crunch. 
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Sources: JPMorgan Chase & Co.; Markit; and Morgan Stanley.

0

200

400

600

800

1000

2007 2008 2009

U.S. credit cards (5-year, AAA)
U.S. nonprime auto loans (3-year, AAA)
U.S. student loans (5-year, AAA)
European credit cards (5-year, AAA)
European auto loans (5-year, AAA)



28

CHAPTER 1  STABILIZING THE GLOBAL FINANCIAL SYSTEM AND MITIGATING SPILLOVER RISKS

has continued to be supported by retained secu-
ritizations.26 In some countries, public programs 
are offering alternative funding sources, access 
to liquidity, and favorable capital treatment, but 
these have yet to revive securitization volumes.

The corporate credit cycle is turning.
Nonfinancial corporates entered the crisis 

with strong liquidity positions, relatively low 
leverage, and generally sound balance sheets. 
However, corporate credit quality has deterio-
rated rapidly amid the weakening economic 
backdrop, tight lending conditions, and 
increased funding costs. Leading indicators, 
such as purchasing manager indices and new 
industrial orders, suggest the outlook for corpo-
rate cash flows is grim, and corporate bankrupt-
cies are set to rise. Bankruptcy filings are rising 
in the United States and the United Kingdom, 
and conditions for debtor-in-possession (DIP) 
financing have tightened sharply.27

Globally, corporate default rates have risen to 
2.1 percent (and 4.8 percent on high-yield debt, 
in particular), and are set to rise further (Fig-
ure 1.24).28 Various forward-looking credit indi-
cators, such as downgrade-to-upgrade ratios, the 
proportion of borrowers on negative outlook, 
the proportion of lower-grade, high-yield issuers, 
and the share of distressed debt, have increased 
dramatically in recent months. In addition, 
borrowers are breaching covenants in their 
loans more frequently, and recovery rates on 
defaulted bonds continue to slide (Figure 1.25).

As bank credit remains tight, corporates have 
been forced to turn to capital markets as an alter-
native, but at higher costs. Global corporate bond 
markets have seen a flurry of activity since the 
beginning of the year—nonfinancial corporate 
issuance has risen 68 percent year-to-date relative 
to the same period in 2008. Activity has favored 

26Retained securitizations refers to securitizations that 
are generated because they are eligible as collateral for 
obtaining liquidity from the central bank.

27DIP financing is used by companies to cover their 
operating expenses during a restructuring process.

28Private sector forecasts project U.S. speculative 
default rates will exceed levels seen in past recessions.

Figure 1.24. Global Corporate Default Rates
(In percent) 

Source: Moody’s.
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large, liquid, high-quality borrowers in sectors 
considered less vulnerable to the recession, 
and has been mostly geared toward refinancing 
existing debt.29 New deals have been issued at 
considerably higher spreads than a year ago as 
investors have been worried about a deterioration 
in credit quality and possible future crowding out 
by sovereign and government-guaranteed debt. 
Corporates—even high-quality issuers—have been 
willing to pay punitive rates in order to replace 
bank financing or to hoard cash. Many still have 
untapped prenegotiated credit lines, but have 
preferred to keep those as a back-up in case bank 
lending remains scarce (and to improve their 
negotiating position vis-à-vis banks).

In secondary markets, a large share of global 
corporate debt is now trading at distressed levels 
(Figure 1.26). Some 70 percent of the high-yield 
market and 12 percent of high-grade debt is 
currently trading at spreads above 1,000 basis 
points. At such elevated spreads, the cost of 
funding exceeds many borrowers’ hurdle rate 
or return on capital, threatening their viability. 
The rise in spreads has surprised many observ-
ers. Box 1.5, which seeks to disentangle the 
factors driving spreads, finds that the increase 
is being driven not just by worsening corporate 
profitability expectations and economic uncer-
tainty, but also by financing constraints. Indeed, 
the analysis shows that financing constraints (as 
measured by total liabilities of issuers and Lon-
don Interbank Offered Rate (LIBOR)–overnight 
index swap (OIS) spreads) have been the single 
greatest contributor to the widening in invest-
ment-grade spreads, particularly during the most 
recent period. This makes the repair of funding 
markets imperative to help avert an even deeper 
recession (see Section E).30

29The spike in activity, in part, reflects a backlog of 
deals from late last year, but also may represent opportu-
nistic capital-raising to frontload 2009 financing needs as 
issuers take advantage of better liquidity conditions rather 
than wait to refinance closer to redemption dates.

30Box 1.5 provides a rule of thumb that narrowing 
LIBOR-OIS spreads by half a percent reduces the cost 
of borrowing for U.S. investment-grade firms by a full 
percentage point. 
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Figure 1.25. Average Recovery Rates on Defaulted 
U.S. Bonds
(In percent, trailing 12 months) 

Source: Moody’s.
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Even though corporate debt outstanding 
is not unusually high by historical standards, 
refinancing that debt as it matures may yet pose 
serious challenges if spreads remain wide.31 Cash 
flows at large U.S. and European companies are 
still generally ample to cover their interest pay-
ments, but this is less true for lower-quality and 
smaller corporates. High-yield borrowers are 
expected to need to refinance nearly 50 percent 
more debt this year than last year, and financ-
ing pressures will increase in 2011 and beyond 
as substantial amounts of debt issued during the 
leveraged buyout boom of 2005–07 matures.

Credit deterioration is feeding back to higher writedowns 
across all sectors.

As a result of continued pressures in credit 
markets, global financial institutions and other 
holders could face larger potential writedowns, 
according to our estimates (Table 1.3). Looking 
at the range of assets originated in the United 
States over the same cumulative period (2007–
10) as in prior GFSRs, expected write-downs 
have risen to some $2.7 trillion, up from the $2.2 
trillion estimated at our interim update in Janu-
ary 2009, and from the $1.4 trillion estimated in 
October 2008.32 The rise represents the credit 
deterioration that the worsening economic cycle 
is creating (Figure 1.27). Considering a much 
wider set of outstanding loans and securities to 
include European-originated loans and related 
securities as well as Japanese-originated assets 
(totaling some $58 trillion compared to earlier 
estimates based on $27 trillion of U.S.-originated 
loans and securities) provides a broader, albeit 
more uncertain, assessment of potential write-

31Corporate debt-to-GDP ratios in the United States, 
United Kingdom, and Japan are below or only slightly 
above historical peaks, whereas financial sector and 
household leverage ratios are well above record levels.

32Higher losses on U.S.-originated assets than in previ-
ous estimates reflect higher projected charge-off rates, as 
loan performance has deteriorated faster than previously 
expected, and higher market-implied losses on CMBS, 
consumer ABS, and to a lesser extent, lower-quality resi-
dential MBS. 

downs of some $4.1 trillion.33 While banks are 
expected to bear about two-thirds of the write-
downs, other financial institutions including pen-
sion funds and insurance companies also have 
significant credit exposures.34 Among other mar-
ket participants, hedge funds have suffered losses 
related to both mark-to-market declines and 
forced asset liquidations due to redemptions.

E. Stability Risks and the Effectiveness 
of the Policy Response

Stability has proven elusive to attain.
The prior sections underscore that confidence 

in the international financial system remains 
fractured and systemic risks elevated. Policy 
actions have prevented an even deeper crisis, but 
the limited market improvement to date has been 
insufficient to prevent the onset of the adverse 
feedback loop with the real economy. Despite 
some recent tentative signs of improvement, bank 
equity prices, and to a lesser extent, senior debt 
prices, have continued to decline as writedowns 
mount and long-term earnings prospects remain 
uncertain. The impairment of financial institu-
tions and core funding markets is curtailing 
credit to corporates, which have themselves also 
faced cash-flow pressures from the deteriorating 
economy. This section discusses stability risks to 
core financial institutions and assesses the effec-
tiveness of policy measures in repairing finan-
cial sector balance sheets and reopening credit 
markets. The main message is that stabilizing 
the financial system remains a key priority and, 
although progress is being made, further policy 
efforts will be required.

Loss recognition is incomplete and capital is insufficient 
under a recession scenario.

Under the scenario of global recession and 
continuing credit pressures, we project banks 

33For further details on the methodology for deriving 
loss estimates, see Annex 1.5.

34U.S. pension funds alone may incur writedowns of 
at least $200 billion on their credit exposures, over and 
above their equity valuation losses. 



31

could incur roughly $2.8 trillion in credit-related 
writedowns over 2007–10 (see Table 1.3), of 
which about one-third have already occurred. 
Credit deterioration could substantially deepen 
for European banks in particular, including 
through their exposure to emerging Europe 
(see Section C). The size of the losses may ulti-
mately turn out lower to the extent that forceful 
and well targeted actions by authorities man-
age to restore confidence and establish a more 
virtuous cycle, giving support to credit markets. 
Authorities in several countries have already 
made substantial efforts to strengthen bank bal-
ance sheets and limit some of the downside risks 
faced by banks. Banks worldwide have raised 
about $900 billion in capital to date (half of 
which has come from public sources), but addi-
tional equity is still needed to cushion potential 
writedowns and to restore investor confidence.

Mounting writedowns are depleting equity, increasing 
investor concerns about the size of capital cushions 
protecting bank solvency.

Since the start of the crisis, market capitaliza-
tion of global banks has fallen by more than 
half from $3.6 trillion to $1.6 trillion, while the 
value of preferred shares and subordinated debt 
has also fallen sharply, underscoring concerns 
about the size and quality of capital cushions 
(Figure 1.28). Banks are increasingly being 
judged by markets on a contingent set of cash 
flows they could receive. Table 1.4 provides 
an illustration of banks’ equity needs under 
a number of assumptions about the future 
environment for banking, including earnings 
streams and capital adequacy measures asserted 
by the market. Accordingly, there is consider-
able uncertainty surrounding these approximate 
top-down scenarios.35 Moreover, the assess-
ment of the needed recapitalization for specific 
banks should be done on the basis of the actual 

35For the purpose of analyzing bank equity require-
ments, in addition to exposure to euro area and U.K. 
originated credit reflected in Table 1.3, bank exposure to 
credit originated in Denmark, Iceland, Norway, Sweden, 
and Switzerland was considered. Analysis of equity require-
ments in Table 1.4 has not included Japanese banks. 
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This box seeks to explain the widening in U.S. 
investment-grade corporate bond spreads, based on 
a combination of business cycle variables, volatil-
ity, and financial strains in the corporate, banking, 
other financial, and household sectors. The analysis 
suggests that financing constraints have played a 
pronounced role in driving spreads wider during the 
current period. As such, alleviating the pressures on 
funding markets is critical to improving the cost of 
financing for corporates. A 50 basis point reduction 
in the London Interbank Offered Rate (LIBOR)–
overnight index swap (OIS) spread would translate 
into a roughly 100 basis point decline in corporate 
spreads.

This box attempts to model corporate bond 
spreads based on a cash-flows approach to 
explain the underlying key drivers. The equilib-
rium spreads are ultimately determined  
by cash flows or internal funds available to 
bond issuers and bond buyers. The analysis 
identifies factors affecting the cash flows from 
operating, investing, and financing activities 
across the major classes of bond issuers and 
bond holders. The drivers are intended to 
represent expected profitability, uncertainty, 
and liquidity constraints. The model displays 
linkages among financial strains in major sec-
tors of the economy, asset returns, financial and 
economic risks, macroeconomic activity, and 
losses in the system.

Previous studies of corporate spreads have 
found it difficult to explain the sharp increase 
in spreads during the recent crisis. The con-
ventional approach is to regress spreads on a 
broad range of macroeconomic and financial 
variables. Large residuals arising from these 
models are attributed to an unexplained 
component driven by illiquidity premia. In 
this box, spreads are modeled by explicitly 

accounting for illiquidity premia and funding 
strains.

The Capital Flows Approach

The analysis first introduces a new framework 
based on net cash flows for bond issuers and 
bond holders. Corporate spreads are mod-
eled based on the supply-demand equilibrium 
conditions.

Three crucial sectors are identified from the 
supply side: nonfinancial corporates, commer-
cial banks, and asset-backed securities (ABS) 
issuers, which are responsible for 33 percent, 
7 percent, and 33 percent, respectively, of all 
corporate bond liabilities in the United States. 
The demand side is represented by households, 
commercial banks, life insurance companies, 
and mutual funds, which hold 16 percent, 8 per-
cent, 17 percent, and 9 percent, respectively, of 
all corporate bonds.

The analysis models corporate spreads based 
on cash flows. Cash flows define the willingness 
of suppliers to issue bonds, and buyers to pur-
chase bonds, and are generated and dispersed 
by three types of activities: operating, investing, 
and financing. For any given set of economic 
and financial conditions, each type of activity 
contributes to the decision of a supplier to sell, 
or a buyer to purchase, a bond, thus helping to 
determine the equilibrium price (spread over 
the risk-free rate).

For each sector and by type of activity, the 
analysis identifies the factors driving cash flows 
(see table). Operating cash flows are affected by 
either indicators of revenue, such as industrial 
production growth, or failure or loss rates, 
such as charge-offs for bank loans (see bottom 
figure). Cash flows from investing activities of 
bond issuers are driven by expected profitabil-
ity proxied by GDP but hampered by uncer-
tainty represented by the VIX. Cash flows from 
financing activities are affected by refinancing 
needs, represented by leverage, and cost of 
capital and funding, such as the cost of equity 

Box 1.5. Modeling Corporate Bond Spreads: A Capital Flows Framework

Note: This box was prepared by Sergei Antoshin. 
Throughout this box, the data for the United States 
are used, but the analysis could be applied to Europe, 
for which the corresponding data are readily available.
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for corporates and the LIBOR-OIS spreads for 
banks. Variables that are highly correlated with 
others, such as personal income that is closely 
related to GDP, are omitted.

Estimation

A separate model is developed for each of the 
three types of cash flows, each of which provides 
a good fit. The estimation is carried out over 
1990–2008, with a quarterly frequency.

Operating cash-flows model:
S(t) = 6.028 – 0.282*D(t) – 0.060*CapU(t)  
t 5.4 –2.7 –4.3
          – 0.013*EQ(t) + 0.005*D(t)*ABS(t), (1)

 –4.6 13.9
where S(t) is the U.S. investment-grade corpo-
rate spread (in percent), D(t) is the dummy 
0,1 to identify the period when ABS spreads 
become available (in 2006:Q1).

Investing cash-flows model:
S(t) = 0.352–0.116*GDP(t) – 0.119*D1(t)*GDP(t)
t 2.2 –4.1 –2.4
+0.051*VIX(t)+ 0.040*D1(t)*VIX(t), (2)
 7.2 6.1
where D1(t) is the dummy 0,1 to characterize 
the increased sensitivity of spreads to fundamen-
tals during the last cycle (six years).

Financing cash-flows model:
S (t) = 0.982 + 0.028*TL(t) – 0.022*EQ(t)  
t 11.3 3.1 –8.7 

+ 0.018*D2(t)*LOS(t) – 0.034*D2(t)*FL(t). (3)
 14.4 –1.7

Combined model:
Bringing these together gives the following 

combined cash-flows model that incorporates 
business cycle variables, a measure of volatil-
ity, equity prices, and indicators of financing 
constraints:
S(t) = 7.999 – 0.094*CapU(t) + 0.035*VIX(t)
t 6.3 –5.9 8.2 
 – 0.014*EQ(t) + 0.043*TL(t) + 0.617*CDOR(t)
–5.9 4.5 4.5
– 0.028*HP(t) – 0.042*FL(t) (4)
–6.0 –3.3.

The model provides a very good fit (top 
figure) and the values of the coefficients indi-
cate that the relationships are economically 
meaningful.

The combined model explains 93 percent of 
the variation in spreads, of which 57 percent 
is explained by the interaction of the factors, 
7 percent is explained uniquely by capacity utiliza-
tion, 10 percent uniquely by the VIX, 2 percent 
uniquely by equity prices, and 17 percent uniquely 
by the combination of the financing constraints 

List of Variables
Type of Activity

Type of Issuer/Holder Operating Investing Financing
Bond Issuers
Nonfinancial corporates CapU (IP) GDP, VIX TL, EQ
Commercial banks CH GDP, VIX TL, EQ, LOS (CDOR)
Asset-backed securities (ABS) issuers ABS
Bond Holders
Households UR GDP, VIX HP
Commercial banks CH DR, VIX TL, EQ, LOS (CDOR)
Life insurance companies and mutual funds EQ DR, VIX FL

Note: CapU = capacity utilization rate (percent); IP = industrial production, yearly growth (percent); CH = charge-off rate for bank 
loans (percent); ABS = the ABS spread (bps); UR = unemployment rate (percent); EQ = equity prices, yearly growth (percent); GDP 
= gross domestic product, yearly growth (percent); VIX = the implied CBOE volatility index (percent); DR = the corporate default rate 
(percent); TL = total liabilities of bond issuers, yearly growth (percent); LOS = the LIBOR-OIS spread (bps); CDOR(t) is the spread 
between the one-month commercial deposit and the Fed funds rate (bps); HP = residential house prices, yearly growth (percent); FL = 
mutual funds’ net flows (percent of total assets).
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indicators, particularly house price declines and 
growth in total liabilities of bond issuers.

Implications

The capital flows framework developed in 
this analysis allows one to capture explicitly the 
effects of stress in various economic sectors on 
corporate spreads. The analysis suggests that 
corporate spreads can be largely explained by the 
fundamentals and risks related to both uncer-
tainty and financing constraints. Policy implica-
tions should be drawn with caution, since, as with 
any regression analysis, the equations display 
measures of correlation rather than causality. 
For example, if the LIBOR-OIS spread were to 
decline by 50 basis points—possibly as a result of 
some policy action—it would be associated with 
a roughly 100 basis point decline in corporate 
spreads. This provides some perspective on the 
scale of challenges and potential benefits for 
policymakers contemplating intervention in the 
market for corporate finance.

Box 1.5 (concluded)

Fitted spread
Actual spread

0

1

2

3

4

5

6

1990 92 94 96 98 2000 0802 04 06

Actual and Fitted Spreads
(In percent)

boxfigure1.5

Cash-Flow Drivers for Bond Holders and Bond Issues

Securitization
issues

Financial
leverage

Refunding
needs

DEMAND SUPPLY

Cost of
capital

Equity
prices

Interbank
lending strains

Redemption
pressures

Macroeconomic
factors:

1. Present
    conditions

2. Expectations

3. Economic
    uncertainty

Falling 
profitability;
losses on 
bank loans

Expected 
returns; 
expected 
corporate 
defaults

Financial
volatility

Household
home equity

Residential
house prices

Nonfinancial
corporates

ABS
issuers

Commercial
banks

Bond issuers

Households LIC and
mutual funds

Commercial
banks

Bond holders

Total cash flows

Corporate bond spreads

Operating cash flows

Financing cash flows

Investing cash flows



35

STAbIlITY RISkS And ThE EffECTIVEnESS of ThE polICY RESponSE

Table 1.3. Estimates of Financial Sector Potential writedowns (2007–10) by Geographic Origin of Assets 
as of April 2009
(In billions of U.S. dollars)

Estimated Writedowns Implied 
Cumulative 
Loss Rate 
(Percent)Origin of Asset Outstanding

October 2008 
GFSR

April 2009 
GFSR Banks1 Insurers Other2

United States
Loans

Residential mortgage 5,117 170 431 206 22 204 8.4
Commercial mortgage 1,913 90 187 116 9 62 9.8
Consumer 1,914 45 272 169 14 89 14.2
Corporate 1,895 120 98 61 5 32 5.2
Municipal 2,669  . . . 80 50 4 26 3.0

Total for loans 13,507 425 1,068 601 53 414 7.9

Securities
Residential mortgage 6,940 580 990 604 99 287 14.3
Commercial mortgage 640 160 223 136 22 65 34.8
Consumer 677  . . . 96 59 10 28 14.2
Corporate 4,790 240 335 204 33 97 7.0

Total for securities 13,047 980 1,644 1,002 164 477 12.6

Total for loans and securities 26,554 1,405 2,712 1,604 218 890 10.2

Europe3

Loans
Residential mortgage 4,632  . . . 192 119 10 63 4.1
Commercial mortgage 2,137  . . . 105 65 5 34 4.9
Consumer 2,467  . . . 175 109 9 58 7.1
Corporate 11,523  . . . 416 258 21 137 3.6

Total for loans 20,759  . . . 888 551 44 292 4.3

Securities
Residential mortgage 1,390  . . . 195 119 19 56 14.0
Commercial mortgage 181  . . . 31 19 3 9 17.4
Consumer 250  . . . 18 11 2 5 7.1
Corporate 1,227  . . . 61 37 6 18 5.0

Total for securities 3,048  . . . 305 186 31 89 10.0

Total for loans and securities 23,807  . . . 1,193 737 75 381 5.0

Japan
Loans

Consumer loans 3,230  . . . 65 58 3 3 2.0
Corporate loans 3,339  . . . 67 60 3 3 2.0

Total for loans 6,569  . . . 131 118 7 7 2.0

Securities
Corporate 789  . . . 17 11 2 5 2.2

Total for loans and securities 7,358  . . . 149 129 8 12 2.0

Total for all loans 40,835  . . . 2,087 1,271 104 712 5.1
Total for all securities 16,884  . . . 1,966 1,199 197 570 11.6
Total for all loans and securities 57,719  . . . 4,054 2,470 301 1,283 7.0
Expected writedowns of mature 

market banks on emerging 
market assets  . . .  . . .  . . . 340  . . .  . . .  . . . 

Total potential writedowns for 
mature market banks  . . .  . . .  . . . 2,810  . . .  . . .  . . . 

Sources: Bank for International Settlements; European Securitization Forum; Federal Reserve, Flow of Funds (2008:Q3); national central banks; 
and IMF staff estimates.

Note: See Annex 1.5 for details on writedown estimation methodology.
1For banks in advanced countries, potential writedowns by origin of assets. For an estimate of writedowns by domicile of banks, see Table 

1.15.
2Included in this category are estimated losses for U.S. government-sponsored enterprises of approximately $250 billion, as well as expected 

writedowns for hedge funds, pensions, and other nonbank financial institutions.
3Europe includes the euro area and the United Kingdom.
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portfolio, prevailing capitalization, and expected 
revenues. In addition, the illustrations aggregate 
across banking systems and therefore do not 
show the substantial variation between banks 
within those systems. With those important 
caveats, if banks were to bring forward to today 
loss provisions for the next two years, before 
expected earnings, U.S. and European banks in 
aggregate would have tangible equity close to 
zero (Table 1.4).36,37 This suggests equity cush-
ions may need to be bolstered to sustain market 
confidence through the cycle.

The focus on the quality of bank capital has 
also intensified. Broader measures of capital, 

36This analysis responds to the request at the March 14, 
2009 meeting of G-20 finance ministers and central bank 
governors for the IMF to assess the actions required to 
support lending and growth. The analysis is necessarily 
aggregate and stylized, and is not intended to substitute 
for detailed analysis of the needs of specific institutions 
or portfolios.

37Bringing forward the expected writedowns for loans 
approximates a mark-to-market for the loan book.

such as Tier 1, are seen by investors as offering 
insufficient protection and are therefore cur-
rently viewed as a less reliable basis for investor 
valuation and counterparty assessment. Instead, 
markets have increasingly focused on tangible 
common equity (TCE) and attach less weight to 
other components of regulatory capital, such as 
Tier 2 capital, hybrid securities, preferred shares, 
deferred tax assets, and the value of intangible 
assets on the balance sheet. Furthermore, with 
expected writedowns mounting, common equity 
is being depleted, reducing its share in total capi-
tal relative to other components with weaker loss-
absorbing characteristics. In cases of banks with 
still-sufficient Tier 1 capital, converting preferred 
equity—both public and private—into common 
equity would rebalance the capital structure by 
increasing loss-absorbing capital.38 More broadly, 

38Preferred stock has the advantage over common 
equity of setting a contractual rate of return (at a rate 
that can be set to incentivize a bank to repay it when 
it regains market access). In practice, preferred stock 

Table 1.4. Bank Equity Requirement Analysis
(In billions of dollars, unless shown)

United States1 Euro Area United Kingdom
Other Mature 

Europe2

Estimated Capital Positions at end-2008
Total reported writedowns to end-2008 510 154 110 70
Capital raised to end-2008 391 243 110 48
Tier 1/RWA ratios at end-2008 (percent) 10.4 7.3 9.2 7.3
TCE/TA end–2008 (percent) 3.7 2.5 2.1 2.3

Scenario Bringing Forward writedowns
Expected Writedowns 2009-10 (1) 550 750 200 125
Writedown-adjusted Tier 1/RWA ratio (percent) 6.7 1.1 4.7 1.7
Writedown-adjusted TCE/TA (percent) 0.1 –0.2 0.4 0.5

Allowance for Expected Earnings
Expected net retained earnings 2009 and 2010 (2)
(after taxes and dividends) 300 600 175 100
Net drain on equity (retained earnings) 2009 and 2010 (3) = (1) – (2) 250 150 25 25

Equity Requirements
Equity needed to reduce leverage to 25 times3 275 375 125 100
Equity needed to reduce leverage to 17 times4 500 725 250 225

Source: IMF staff estimates.
Note: Tier 1 = Tier 1 capital; RWA = risk-weighted assets; TA = tangible assets; TCE = tangible common equity.
1Excludes government-sponsored enterprises, which are expected to receive equity injections from the government of up to $250 billion to 

help support writedowns.
2Denmark, Iceland, Norway, Sweden, Switzerland.
3The approximate leverage assumed in the GFSR deleveraging scenario (a 4 percent TCE/TA ratio). 
4The approximate leverage of U.S. banks in the mid-1990s (a 6 percent TCE/TA ratio), prior to the buildup in leverage in the banking system 

that contributed to the crisis.
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decisive and up-front policy implementation 
could alleviate the above scenario by bolstering 
confidence in banks and reducing credit strains, 
ultimately reducing the amount of public equity 
needed if private markets reopen. As confidence 
in valuation of assets improves, bank capital 
structures are seen to have been strengthened, 
and the economic outlook becomes less uncer-
tain, market focus may return to the broader 
measures of capital adequacy. The use of TCE as 
a measure of capital adequacy in our scenarios 
should thus not be interpreted as a judgment 
regarding the appropriateness of this measure 
going forward, but rather as recognition of its 
present predominance in market assessments.

The long-term viability of institutions needs 
to be reevaluated to assess both prospects for 
further writedowns and potential capital needs. 
To provide a gauge for equity needs, the first 
calculation in Table 1.4 assumes that leverage, 
measured as TCE over tangible assets (TA), 
is reduced to 25 times (4 percent TCE/TA), 
consistent with the deleveraging scenario and 
toward levels that existed prior to the crisis.39 
Even to reach these levels, capital injections 
would need to be some $275 billion for U.S. 
banks, about $375 billion for euro area banks, 
about $125 billion for U.K. banks, and about 
$100 billion for banks in the rest of mature 
Europe. The second calculation illustrates the 
potential impact of a return of leverage to levels 
of the mid-1990s (around 6 percent TCE/TA). 
To achieve this more demanding level would 

issued to governments may have different eventual loss-
absorbing characteristics relative to preferred stock issued 
to the private sector, as the government may be ready 
to convert their holdings into equity to absorb losses if 
needed. Nevertheless, until that happens, markets may 
still be concerned about the policy risk; straightforward 
injections of common equity would be a simpler way of 
building confidence.

39TCE is calculated as total equity, less preferred shares 
and intangible assets; TA are total assets less intangible 
assets. The 4 percent and 6 percent scenarios illustrated 
are levels often seen by market participants as denot-
ing a well-capitalized bank. Regulators and supervisors 
are often ready to see capital ratios decline during an 
economic downturn and be rebuilt as growth and profit-
ability rebound.

require about $500 billion for U.S. banks, about 
$725 billion for euro area banks, about $250 bil-
lion for U.K. banks, and about $225 billion for 
the banks in the rest of mature Europe. These 
rough estimates suggest that in addition to 
offsetting losses, the additional need for capital 
derives from the stringent leverage and capital 
requirements markets are now demanding, 
based on the uncertainty surrounding asset valu-
ations and the quality of capital. The authorities 
in several countries have introduced schemes 
that “ring-fence” certain troubled assets on 
bank balance sheets, and allow for risk-sharing 
between the bank and the government against 
further declines in the prices of these assets. 
This can hopefully remove some of the tail risk 
of large further declines in the prices of those 
assets, and thus help restore investor confidence 
in bank balance sheets. In some cases, it may 
play a useful complementary role alongside 
recapitalization and limit the additional capital 
required.

Near term, bank earnings offer only a partial cushion to 
writedowns.

Applying the model described in Section D, 
lower operating earnings going forward will 
reduce the cushion against further credit writ-
edowns on capital. Under the stylized scenario, 
banks’ pre-provision earnings are forecast to drop 
by between a third and a half (Figure 1.29). This 
is less than the 50 percent drop experienced by 
U.S. banks during the Great Depression, but in 
line with the experience of Japanese banks dur-
ing the 1990s.40

40The period over which the drop in revenues takes 
place is shortened to two years (from the four years 
it took in Japan), in part to reflect the more sudden 
global growth collapse. During Sweden’s banking crisis, 
the revenue decline was around 20 percent in one year 
only. Oyama and Shiratori (2001) find that Japanese 
banks’ overall margins were broadly stable during the 
1990s as deregulation of deposit rates narrowed the 
spread between deposit rates and market interest rates, 
but banks widened lending spreads to riskier custom-
ers. During the current cycle, Western banks’ margins 
are expected to be squeezed as they pay more to attract 
deposits, but with more limited scope to raise lending 
margins to customers as loan demand is weak. 
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Charge-offs are forecast to peak at 4.2 per-
cent in the United States, 3.4 percent in the 
United Kingdom, and 2.8 percent in the euro 
area (Figure 1.30). In each case, these are levels 
that are well above those experienced during 
the 1991–92 recession, though below those esti-
mated to have been experienced in the United 
States during the Great Depression.

The resulting decline in net profit is 
expected to be severe, but not unprecedented. 
Under the scenario, banks would post losses 
in all three regions during 2008–10, make 
flat returns in 2010 and return to profitability 
subsequently, albeit at modest levels (due to less 
use of leverage, lower fee income from securi-
tization, and heavier regulatory burdens). This 
is broadly consistent with the period of time it 
took banks to return to profitability during the 
Great Depression and in Sweden in the early 
1990s (although the writedowns are less severe 
than either of those more extreme cases). Divi-
dends and taxes are assumed to play a minor 
role in determining the future path of capital. 
Under the scenario, dividend payout ratios 
decline to 20 percent of pre-tax earnings (from 
60 percent) in the period to 2010—partly 
reflecting greater government involvement in 
dividend policy—but then rebound to 40 per-
cent at the end of the period. Deferred tax 
assets built up during the loss periods are all 
expected to be used promptly as banks return 
to profitability. In addition, the procyclical-
ity of Basel II risk weightings is likely to mean 
risk-weighted assets (RWA) rise at a faster pace 
than total assets, as a decline in asset quality 
contributes to reduced credit ratings.41 As a 
base case, we assume RWA grow 8 to 10 percent 

41The Basel II regime requires the risk weights applied 
to assets in order to calculate capital requirements to be 
adjusted as assessments of creditworthiness and market 
volatility change. Banks may use credit assessments either 
by rating agencies or by themselves. In practice, credit-
worthiness assessments weaken and market volatility rises 
during economic downturns. This raises the RWA mea-
sure, and hence the capital requirement. Our assessment 
of an 8 to 10 percent annual rise is based on discussions 
with supervisory and bank contacts.
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Figure 1.29. U.S. and European (including U.K.) 
Bank Earnings and Writedowns
(In billions of U.S. dollars)
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faster than total assets through 2011, but less 
rapidly thereafter.

The public sector should ensure viable banks are 
sufficiently capitalized to restore market confidence.

Experience with addressing banking system 
crises suggests that the public sector should 
ensure viable institutions have sufficient capital 
when it cannot be raised in the market and 
to do so through a single up-front opera-
tion.42 Market participants are less confident 
to transact and invest where they see the risk 
of further, as yet unspecified, major policy 
interventions.

A decision to use official resources to supply 
capital should not be taken lightly. In addition to 
taking due account of the cost to taxpayers, care 
should be exercised as fiscal balances are already 
under pressure around the world. Steps should 
be taken to encourage private sector participation 
in recapitalization to the extent possible under 
current market conditions. However, further bold 
steps are needed at this point to restore market 
confidence, including committing the necessary 
government funds, even where this may mean 
taking temporary majority or full government 
control of financial institutions.

Potential new providers of capital and fund-
ing are currently deterred by uncertainty over 
banks’ balance sheet health and the macroeco-
nomic outlook, as well as by uncertainty over 
the treatment of their claims in the event of fur-
ther government support. Thus, governments 
need to design capital injection programs that 
protect potential new investors from policy risk, 
both through the convincing size of the capital 
injection and through the seniority provided to 

42Hoshi and Kashyap (2008) document how serial 
recapitalizations of the Japanese banking system in the 
late 1990s and early 2000s were too small and failed to 
close the “capital gap.” Their definition of the capital gap 
includes elements of deferred tax assets that are unlikely 
to be used, and an estimate of the under-provisioning for 
loan losses. In the calculations presented in the stress test 
in this section, neither adjustment is seen as necessary 
for mature market banks, although it will be important 
to continue to monitor how realistic loan provisions are, 
and the usability of deferred tax assets.

new investments, which may require new legal 
protection for the investors in some countries. 
Government support could pose risks to fiscal 
sustainability in more indebted countries that 
need to be taken into account in deciding the 
extent of overcapitalization.

Addressing troubled assets remains a priority.
Authorities have used a variety of policies to 

address banks’ troubled assets. In so doing, they 
hope to mitigate the adverse feedback loop by 
reducing the pressure on banks to pare lending 
in order to delever. As well, they aim to reduce 
the risk premiums that investors and counterpar-
ties continue to place on banks as a result of the 
uncertainty about the scale of eventual writedowns 
stemming from troubled, often opaque, assets.

Policy measures taken so far in this domain 
have had only a limited effect in improving mar-
ket confidence. Policies have assisted in offset-
ting, ring-fencing or providing additional clarity 
about troubled assets, but have generally not 
been sufficient in magnitude and have not been 
applied comprehensively. Table 1.5 summarizes 
specific measures and their effectiveness.

The recent U.S. Treasury announcement of 
the Public-Private Investment Program (PPIP) 
is an important development in this context. 
While the details are still being worked out, 
the initiative would give an impetus to price 
discovery and secondary trading in distressed 
mortgage/credit securities. This should provide 
greater clarity on the value of such securities 
on bank balance sheets. The PPIP provides 
incentives to encourage investor purchases of 
troubled assets through the provision of leverage 
while capping private sector investors’ losses at 
their original equity investment. By increasing 
the price that investors are prepared to bid for 
assets, it should facilitate sales by banks. How-
ever, it appears less likely to successfully bridge 
the gap between the price that investors are 
willing to pay and the price that banks are will-
ing to accept for loans (which banks mostly hold 
at book value) than for securities (which banks 
mostly hold at fair value). It therefore remains 
to be seen whether the program, which provides 
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funding initially to finance up to $500 billion of 
asset purchases, will make a significant dent in 
the total size of troubled assets on banks’ bal-
ance sheets. The findings of the U.S. regulators’ 
stress tests, including the assessment of impair-
ments of loans and actions needed by banks to 
achieve satisfactory capital buffers, may prove 
an important element in banks’ incentives to 
participate in the program.

The “bad bank” approach has the advantage 
of being relatively transparent and leaving the 
“good bank” with a clean balance sheet. How-
ever, as the table illustrates, different approaches 
can work depending on country circumstances. 
The most important priority is to choose an 
appropriate approach, fund it adequately, 
and implement it clearly. With some national 
initiatives recently reinvigorated, measures to 
address troubled assets are accelerating, includ-

ing private-public investor partnerships. As these 
gain traction, they have the capacity to signifi-
cantly improve the outlook for banking systems 
and the global economy.

Bank funding markets will continue to need support.
There has been some modest thawing in 

borrowers’ ability to access capital markets 
since the October 2008 GFSR (Table 1.6), but 
securitization markets remain impaired and 
interbank and cross-currency swap markets 
remain stressed.

Securitized loans have declined by $1.6 tril-
lion in the United States since 2006, and by 
$534 billion in Europe (although securitizations 
retained on banks’ own balance sheets for use 
as central bank collateral have remained high) 
(Figure 1.31). Given the previous importance of 
securitization in bank funding, impairment of 

Table 1.5. Policy Measures and Effectiveness
Measure Policy Objective Effectiveness

Inclusion of illiquid assets as eligible 
collateral in central bank operations. 

Ease funding of illiquid assets. Successful in providing short-term funding; 
but concerns remain about certainty of long-
term funding and about solvency.

Enhanced disclosure of troubled asset 
valuations and risks. Movement of some 
assets from trading book for valuation on 
accrual basis.

Reduce uncertainty and unnecessary 
volatility in illiquid asset valuations.

Volatility in reported balance sheets reduced 
by move to banking book. But market 
confidence in asset valuations remains low, 
and concerns have spread to a much wider 
range of assets as the economy worsens.

Central bank or other official sector 
purchases of illiquid loans and 
securitizations.

Provide official funding to lending markets 
where private sector demand dries up.

Effective in supporting high-quality, short-
term lending markets, notably commercial 
paper. The first phase of the U.S. Troubled 
Assets Relief Program abandoned plans 
to buy structured assets from the market; 
the Public-Private Investment Program will 
instead seek to purchase assets through a 
public-private partnership.

Official sector “solvency guarantees” of 
portfolios of assets, covering assets that 
are troubled or vulnerable to the economic 
downturn.

Cap banks’ losses on troubled assets. The United Kingdom has launched such a 
program. U.S. operations for Citibank and 
Bank of America have eased some of the 
immediate pressures on the banks, but now 
are being supplemented with other measures 
to address troubled assets and stress-test 
the capital adequacy of major U.S. banks.

“Bad bank,” with capped exposure for 
the bank transferring the assets, and the 
remainder of the risk with the official sector.

Remove troubled assets from banks’  
balance sheets and cap losses.

Most suitable where a bank’s main problem 
concerns a given set of troubled assets. 
More successful than other measures in 
cleansing banks’ balance sheets (e.g., for 
UBS in Switzerland and Irish banks) but can 
be costly.

Source: IMF staff estimates.
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the securitization process will continue to limit 
access to credit.

Although LIBOR-OIS spreads have receded 
somewhat, they remain elevated compared to the 
pre-crisis period, and term funding is still available 
only on a small scale owing to liquidity hoard-
ing and continuing concerns about counterparty 
credit risk. Some banks continue to shun term 
interbank markets entirely, instead depositing 
surplus liquidity with central banks. Until balance 
sheet concerns are eliminated through effective 
banking system measures, central banks are likely 
to remain major suppliers of term funding.

Authorities have responded by introduc-
ing new liquidity facilities, asset purchase 
schemes, and guarantees for bank debt issu-
ance to prevent fire sales of assets and bank 
failures (Table 1.7). The measures announced 
so far provide up to $8.9 trillion of financing, 
but this amounts to less than one-third of the 
ongoing wholesale financing needs of banks. 
Government guarantees are new and still mostly 
undrawn, so most actual financing support has 
come through new central bank liquidity provi-
sion of $2 trillion. Banks have rapidly built up 
guaranteed issuance since the facilities were 
introduced in late 2008, totaling $460 billion in 
10 countries through January—$130 billion in 
the United States alone.

Despite these efforts, private bank funding 
markets are mostly closed—banks rely on central 
banks and the government (for guaranteed 
unsecuritized funding), raising the question of 
how large this financing might conceivably need 
to be. For an order-of-magnitude estimate, we 
project the maximum refinancing gap for the 
22 largest global banks that would arise if no 
private wholesale funding were available.43 The 
gap rises from $20.7 trillion in late 2008 to $25.6 

43The refinancing gap is short-term wholesale fund-
ing plus maturing long-term debt. It excludes customer 
deposits and equity. It grows as long-term debt matures 
and is assumed to be refinanced as short-term wholesale 
funding. The banks are drawn from seven countries: the 
United States (5); France (4); the United Kingdom (4); 
Germany (2); Italy (2); Switzerland (2); and the Nether-
lands (1). Publicly owned banks are excluded. 

trillion in late 2011, despite bank assets remain-
ing roughly constant on average over the period 
and customer deposits growing in parallel with 
nominal GDP (Figure 1.32).44 The rise reflects 

44The financing gap scenario uses the same assump-
tions as other scenarios in the chapter. It incorporates the 
same paths for bank asset growth, credit growth and bank 
recapitalization used in Figure 1.4 and Table 1.5, but adds 
the assumption that deposits grow at nominal GDP. Data 
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Table 1.6. Tentative Easing in Credit Conditions
(End of period)

2007:Q1 2008:Q4
March 
2009

United States
Three-month LIBOR-OIS spread 

(basis points)
8 123 99

Commercial paper issuance 
(billions of U.S. dollars)

2,005 1,612 1,422

Lending survey  
(percent tightening)

11 70 61

Investment-grade corporate OAS 
(basis points)

90 604 545

Agency-backed MBS OAS  
(basis points)

68 120 80

Euro Area
Three-month LIBOR-OIS spread 

(basis points)
6 160 82

Commercial paper issuance 
(billions of U.S. dollars)

756 647 687

Lending survey  
(percent tightening)

0 65 64

Investment-grade corporate OAS 
(basis points)

47 397 413

United Kingdom
Three-month LIBOR-OIS spread 

(basis points)
11 165 120

Commercial paper issuance 
(billions of U.S. dollars)

132 158 167

Lending survey  
(percent tightening)

2 –28 8

Investment-grade corporate OAS 
(basis points)

78 492 570

Japan
Three-month LIBOR-OIS spread 

(basis points)
16 73 49

Commercial paper issuance 
(billions of U.S. dollars)

164 825 348

Lending survey  
(diffusion index)

9 43 13

Investment-grade corporate OAS 
(basis points)

20 86 104

Sources: Bloomberg L.P.; Merrill Lynch; national central banks; 
and IMF staff estimates.

Note: For lending surveys, a positive/negative balance indicates 
that lenders reported credit availability to be higher/lower than over 
the previous three-month period  MBS = mortgage-backed security. 
OAS = option-adjusted spread; OIS = overnight index swap.
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the large volume of existing long-term debt that 
will mature and need to be refinanced.

Refining measures together with addressing capital 
needs and the troubled asset overhang should ease 
strains.

Deleveraging involves reducing excessive 
reliance on wholesale funding. This, together 
with capital injections and addressing troubled 
assets, will reduce funding strains and improve 
market functioning. In the interim, however, 
measures supporting funding could be fur-
ther refined and be made more efficient. In 
particular:
•	 Access	to	foreign	currency	funding	could	be	

further improved to ensure that banks can 
fund their holdings of foreign currency assets 
in the interbank and cross-currency swap mar-
kets. Thus far, official funding facilities have 
been largely in domestic currency, with only a 
few central banks also providing U.S. dollar or 
other foreign currency funding.

•	 Government	guarantee	schemes	need	to	be	
consistent with each other in structure and 
clearly implemented (see next section). In 
some cases, the lack of clarity of government 
schemes has slowed bank efforts to secure 
funding and dampened investor interest.

•	 The	implementation	of	unconventional	mon-
etary policy will be needed to support finan-
cial intermediation, reduce risk premiums, 
and reopen securitization markets (Box 1.6).

•	 Policymakers	need	to	develop	an	exit	strategy	
to enable public financing to be withdrawn 
once conditions are conducive to a recovery 
of private markets. For example, while below-
market pricing and relaxed terms of official 
facilities may be necessary to improve market 
functioning under current conditions, they 
will eventually need to be reassessed to ensure 
borrowers have the incentive to return to 
private markets.

on the volume of bank debt maturing each year is taken 
from Bloomberg. 
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Figure 1.32. Refinancing Gap of Global Banks
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Insurance companies and pension funds are coming 
under increasing strain as asset prices fall.

A wide range of nonbank financial institutions 
has come under strain during the crisis as asset 
prices have fallen (Figure 1.33). Life insurance 
companies and reinsurers have suffered substan-
tial falls in shareholder equity since mid-2007, 
leading to rating downgrades and rises in CDS 
spreads that endanger their business models 
(Figure 1.34). In aggregate, by 2008:Q3, the 
book value of shareholder equity had fallen 
by 15 to 20 percent since the beginning of the 
crisis, and will have fallen considerably further 
since then. Market estimates of value have fallen 
much more sharply, with the S&P 500 subindex 
for life and health insurers by mid-March down 
over 70 percent since the crisis began. Rating 
agencies, which attempt to assess insurers’ bal-
ance sheets on a mark-to-market basis, are threat-
ening further downgrades. These actions place 
pressure on insurers to delever and lower risk.

Like banks, writedowns at insurance compa-
nies and pension funds have pushed solvency 
measures to low levels.45 Solvency buffers may 
not prove sufficient. Several factors, similar to 
those that have weighed on banks’ capital ade-
quacy, have also affected insurers and pension 
funds. For instance, (1) solvency, accounting, 
and valuation policies have been procyclical; (2) 
increased asset correlation has reduced the ben-
efits of diversification; (3) declines in risk-free 
interest rates (used to discount future liabilities) 
have pushed up the net present value of liabili-
ties; and (4) increased volatility in asset prices 
has pushed up the expected cost to insurers of 
guarantees of minimum returns or minimum 
policy values that they have given to clients.

Pension funds and life insurers do not face the 
same short-term liquidity pressures as banks, but 
they still present financial stability concerns. The 
longer-term nature of their liabilities has pre-

45Hewitt Associates has estimated that, by February 
2009, the solvency ratios for accounting purposes of pen-
sion funds for major U.S. companies had decreased to 
65 percent of liabilities, for major euro area companies to 
72 percent, and remained around 95 percent for major 
U.K. companies. 
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Figure 1.34. Insurance Sector Credit Default Swap 
Spreads
(In basis points) 

Source: Datastream.
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European Companies: Estimated Funding Levels
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vented forced asset sales, and leverage is relatively 
low (in the case of insurers and some defined 
benefit pension funds) to nonexistent (in the 
case of most defined contribution and corporate 
pension funds). However, even in the absence of 
liquidity strains, solvency pressures can lead to 
rapid asset sales in order to reduce risk—as was 
the case in 2001–03 when stock market falls led 
to massive equity liquidations. As such, potential 
links between insurance companies and pension 
funds and financial stability need to be con-
sidered in designing public support measures. 
Moreover, since life insurance companies, rein-
surers, and pension funds are often holders of 
substantial amounts of senior debt of banks, they 
are directly affected by the treatment of investors 
in banking support operations.

Policies should aim to reduce the risk of solvency 
pressures exacerbating the deleveraging process.

Efforts by insurance companies and pension 
funds to rebuild solvency are likely to add to the 
market pressures arising from the need of banks 
to rebuild capital and reduce leverage. Insurers 
and pension funds need to be given additional 
time to rebuild solvency levels to appropriate 
levels, without jeopardizing the condition of the 
institutions or the claims of the policyholders 
or fund members. Some countries have already 
lengthened the periods over which funding 

levels for liabilities need to be rebuilt. The need 
for this in the future could be reduced by mea-
sures to encourage the buildup of more ade-
quate buffers in good times that take account 
of asset risk over the economic cycle and the 
volatility of mark-to-market measures. A frame-
work also needs to be put in place to wind down 
systemically important insurance companies 
when they become insolvent.

F. Costs of Official Support, Potential 
Spillovers, and Policy Risks

The costs of backstopping banking systems are adding 
to fiscal burdens...

Government support operations are proving 
essential to addressing the crisis, and experi-
ence suggests that early and substantial gov-
ernment intervention to deal with crises helps 
to contain their long-term costs, both to the 
government and to the economy. Nevertheless, 
the short- and medium-term costs to govern-
ments of supporting banking systems are adding 
considerably to fiscal burdens and contingent 
liabilities. These costs are combining with those 
from macroeconomic stimulus packages to add 
to the more general cyclical fiscal pressures from 
the recession. Although the eventual costs of 
the support operations announced to date are 

Table 1.7. Bank wholesale Financing and Public Funding Support
(In billions of U.S. dollars)

Wholesale Funding in  
2008:Q2

Central Bank Liquidity 
(Crisis Balance Sheet 

Growth)
Government Asset 

Purchases Commitment
Government Guarantee 

Commitment

United States
Money market 1,908 980 1,850 1,830
Longer term 2,908

Euro Area
Money market 12,015 820 225 1,400
Longer term 8,877

United Kingdom
Money market 3,869 150 450 1,250
Longer term 1,349

Total 30,926 1,950 2,525 4,480

Sources: Bankscope; national central banks; and IMF staff estimates.
Note: Guarantees only includes those with announced limits (not open-ended guarantees) and U.K. and U.S. guarantees of Bank of America, 

Citigroup, Lloyds, and RBS.
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Since the start of the current crisis, major 
central banks have taken a variety of “uncon-
ventional” measures. Ordinarily, most major 
central banks are concerned with steering a 
short-term interest rate to attain macroeco-
nomic objectives. However, financial stress has 
greatly impeded the standard interest rate and 
balance sheet channels of monetary policy.1 
Consequently, central banks have introduced 
new tools to lower market interest rates across 
the yield curve and stimulate credit creation 
in order to support economic activity. The 
table summarizes examples of such measures 
undertaken by major central banks.

Early in the current crisis, many advanced 
country central banks extended conventional 
liquidity easing measures aimed at particu-
lar financial markets. Initially, these efforts 
involved loosening the terms and availability 
of central bank facilities already in place, 
such as standing lending windows. Thereafter, 
access to central bank lending was enhanced 
by extending the tenor of financing, widening 
the range of counterparty financial institutions, 
and swapping liquid government securities on 
the books of central banks for illiquid assets 
held by banks. Importantly, central banks have 
widened collateral eligibility to ensure that 
collateral availability does not constrain liquid-
ity provision. In the United States, collateral 
normally available only at the discount window 
was made available for open market operations. 
In the United Kingdom, additional securities, 
including some well-rated asset-backed securi-
ties and covered bonds, were accepted in the 
three-month repo operation. The European 
Central Bank already had a broad eligibility 
list and thus did not need to make substantial 
changes. Several central banks also undertook 
foreign exchange swaps or loans with other 
central banks to alleviate severe shortages 

Note: This box was prepared by Mark Stone,  
Alexandre Chailloux, Seiichi Shimizu, and Simon 
Gray.

1See Chapter 2 of the October 2008 Global Financial 
Stability Report (IMF, 2008b).

of foreign exchange. In most respects, these 
liquidity easing measures are in line with the 
standard central bank lender-of-last-resort func-
tion, although their range and magnitude are 
well above traditional levels.

As the impact of the crisis on credit markets 
became clear, several central banks introduced 
credit easing measures aimed at alleviating 
stresses in credit markets deemed to play a key 
role in supporting economic activity. Many of 
these measures finance purchases by investors 
in important securities markets, such as mort-
gages and commercial paper. In a few cases, 
central banks are directly providing financing 
to final corporate borrowers. Central banks 
have generally preannounced upper limits on 
credit easing facilities rather than target levels, 
and these upper limits have themselves been 
adjusted in line with changing conditions. 
These measures have an important quasi-fiscal 
element and are thus usually done in close 
coordination with the government.

The advent of zero or near-zero policy inter-
est rates of large advanced country central 
banks has blocked the interest rate channel 
and led to quantitative easing. This typically 
involves central bank purchases of govern-
ment or government-guaranteed securities 
from banks or other institutions. Quantitative 
easing increases reserve money and the size of 
the central bank balance sheet with a view to 
the macroeconomic objective of boosting the 
access of households and businesses to credit by 
lowering the longer-term yield curve and help-
ing improve the liquidity of balance sheets.

Unconventional measures have led to 
increases, some very large, in the sizes of the 
balance sheets of advanced country central 
banks (see figure). The balance sheet impact of 
the measures reflects whether or not the policy 
interest rate has dropped to zero or near zero, 
as well as the aggressiveness of easing and the 
nature of the financial system. In particular, 
quantitative easing involving government secu-
rities tends to be more important in bank-cen-
tered systems (Japan and the United Kingdom), 
whereas credit easing with private securities 

Box 1.6. Recent Unconventional Measures of Selected Major Central Banks
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generally plays a larger role in market-centered 
systems (the United States)

Gauging the effectiveness of unconventional 
measures is difficult because transmission to 
the economy is complex and opaque. The suc-
cess of most unconventional measures hinges 
not just on the design and magnitude of the 
measures themselves, but also on the willing-
ness and ability of creditors to lend and of 
borrowers to borrow. Further, unconventional 
measures overlap; for example, a liquidity 
easing measure aimed at a particular class of 
financial institutions may (if unsterilized) lead 
to an increase in reserve money, thus giving 
the measure the flavor of quantitative easing. 
The liquidity easing measures were followed by 
a general reduction in funding costs for banks 
and by signs of an abatement in funding pres-
sures, especially during times of seasonal tight-
ness (quarter-end). Some of the early credit 
easing measures seemed to have helped allevi-
ate pressures in commercial paper, mortgage, 
and corporate bond markets, and in a few cases 
access to these facilities is running down.

The important challenges and risks posed by 
unconventional measures have attracted consid-
erable attention:

•	 Unconventional	measures	may	inadvertently	
allocate credit to inefficient markets at the expense 
of efficient markets, constraining financial 
sector restructuring in the short run, and 
impairing future economic growth.

•	 The	gradual	replacement	of	high-quality	
and liquid assets with illiquid claims on 
central bank balance sheets reduces operational 
flexibility and thereby may constrain future 
monetary management.

•	 The	quasi-fiscal	nature	of	some	unconven-
tional measures blurs the distinction between 
monetary and fiscal policies and, together 
with pressure to continue to provide financ-
ing, could potentially compromise central bank 
independence.

•	 The	inflation potential of a swelling of reserve 
money has led inflation expectations to tick 
up in response to some announcements of 
unconventional measures by central banks.
Ongoing and detailed communication can 

help to reduce the risks. Central banks and 
fiscal agents engaging in quasi-fiscal measures 
should publicly explain the objectives, expected 
effects, and potential fiscal implications of 
unconventional policy tools. Careful statement 
of central bank views on the macroeconomic 
outlook will facilitate the eventual resumption 
of positive policy interest rates and absorption 
of liquidity.

A comprehensive exit strategy is also crucial. 
The strategy should encompass the resuscita-
tion of financial markets displaced by uncon-
ventional measures, as well as the resumption 
of fully market-based monetary operations. 
Importantly, a plan will be needed to wind 
down liquidity and credit easing measures, 
which can include a tightening of funding 
conditions, traditional mopping up operations, 
and adjustment of the reserve requirement 
framework. In some cases, amendments to cen-
tral bank legislative frameworks may be needed 
to provide the necessary instruments. Ideally, 
an exit strategy should be part of the initial 
design of unconventional measures.

Beginning in September 2008, many emerg-
ing market countries began to take measures to 

Box 1.6 (continued)
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highly uncertain and will not be known for sev-
eral years, we can make estimates today of their 
expected order of magnitude. They include 
three elements: the net costs of direct support 
to banks; expected eventual costs of guarantees; 

and costs, net of recoveries, of central bank 
liquidity provision.46

46The expected costs to the public exchequer of 
guarantees are estimated in two ways. First, historical 

ease foreign exchange and domestic currency 
liquidity conditions, but unconventional mea-
sures may not play as important a role for them 
as for the advanced countries. The liquidity 
easing measures—reinforced in some cases by 
foreign exchange liquidity provided by reserve 
currency central banks—seemed to have had 
some success in alleviating short-term liquid-
ity pressures. However, the size of emerging 
market country central bank balance sheets has 
not increased by anywhere near the same mag-
nitude as those of their advanced country coun-
terparts (see figure). This probably reflects the 

tighter constraints on liquidity easing measures 
faced by emerging market countries, includ-
ing external vulnerability, shallower financial 
markets, conflicts between macroeconomic 
and systemic stability objectives, and less firm 
central bank independence. These constraints 
compel most emerging market countries to 
keep positive real interest rates to compensate 
for the risk of exchange rate depreciation and 
capital outflows, precluding the quantitative 
easing measures associated with near-zero 
policy interest rates, and limiting the size of 
central bank balance sheet increases.

Selected Recent Central Bank Measures
Measure Purpose Central Bank

Standard Operation, Technical Changes
Expansion of eligible collateral, 
counterparties, and terms for regular 
operations

Facilitate provision of central bank 
reserves to money markets when there 
is insufficient availability of standard 
collateral

Most central banks in advanced countries 
and some emerging economies

Unlimited liquidity provision in market 
operations

Facilitate provision of central bank 
reserves to money markets, particularly 
when forecasting the demand for liquidity 
becomes unreliable

European Central Bank, Bank of Japan 

Liquidity Easing
Lending government securities in 
exchange for illiquid securities

Assist repo and other collateralized 
transactions

Federal Reserve, Bank of England

Currency swap arrangements between 
central banks, and between central banks 
and commercial banks

Facilitate foreign currency provision 
to banking sector, globally, in the face 
of segmentation of foreign exchange 
markets

Federal Reserve with 14 central banks, 
Swiss National Bank with European 
Central Bank, and some emerging 
economies in range of currencies

Foreign currency provision in domestic 
markets

Provide foreign currency funding for 
nonbanks especially trade credit

Some emerging economies (e.g., Brazil)

Credit Easing
Outright purchase of private sector 
securities 

Support mortgage and housing markets 
and restore securitization market 
issuance

Federal Reserve, Bank of England, Bank 
of Japan

Direct liquidity provision to borrowers 
and investors 

Facilitate the extension of credit to 
households and business

Federal Reserve, Bank of Japan

Quantitative Easing
Outright purchase of government or 
government-guaranteed securities

Provide long-term funds and/or lower 
long-term yield curve

Federal Reserve, Bank of England, Bank of 
Japan, and some emerging economies

Source: Central bank websites and press reports.
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The calculation indicates that financial 
stabilization costs will add substantially to 
public debt in many countries (Table 1.8).47 
The United States, United Kingdom, and Ire-
land face some of the largest potential costs of 
financial stabilization given the scale of mort-
gage defaults. Financial stabilization costs are 
also expected to exceed 7 percent of GDP for 
certain countries that do not necessarily have 
significant domestic mortgage problems. These 
countries either have large banking assets rela-
tive to GDP (Netherlands, Ireland) and/or sig-
nificant exposure to emerging Europe (Austria, 
Sweden).48

...putting pressure on sovereign credits...
The potential costs of support operations as 

well as the general deterioration in fiscal bal-
ances are pressuring sovereign bond and CDS 
spreads.49 Two factors appear important in 
explaining the movement in CDS spreads.

First, spreads are wider for smaller econo-
mies than for larger ones (Table 1.9). Larger 
economies have deeper and more liquid capital 

experience suggests likely losses to governments based 
on the size of bank balance sheets as well as certain other 
measures of fiscal management. Second, traded financial 
instruments provide market estimates of the likelihood 
of individual bank defaults, given recovery values. These 
financial instruments provide a market valuation of the 
government’s contingent liability should it decide to 
cover bank losses.

47IMF (2009a) shows calculated costs for a larger set of 
countries.

48Switzerland and Belgium also have relatively large 
banking sector relative to GDP and markets remain 
concerned about sovereign risk in these countries. For 
example, the five-year sovereign credit default swap 
spread for Switzerland was about 105 basis points on 
April 13, 2009—wider than Sweden and the Netherlands, 
but tighter than Ireland and Austria.

49Municipal credits have also come under pressure. 
Although local government authorities in advanced 
economies generally entered the crisis with comfort-
able operating fund balances and reserves, the economic 
downturn is already straining their budget balances. 
Revenue streams are falling and expenditures are rising, 
especially among municipalities hardest hit by housing 
slumps. In addition, borrowing costs in local government 
debt markets have risen. As such, in contrast to some past 
credit crises, local government bonds have not func-
tioned as a safe haven. 

markets, which tend to facilitate financing of 
their deficits. Further, as discussed earlier, some 
smaller economies have large banking assets 
relative to GDP, raising market concerns about 
potential fiscal costs of financial stabilization. 
CDS protection may also be being bought as a 
proxy hedge against macroeconomic risk when 
local securities markets are too illiquid to sell in 
size or go short.

Second, the level of CDS spreads appears 
to be affected in large part by the increase in 
funding needs, arising both from increases in 
fiscal deficits, and from the funding needs of 
financial stabilization, as opposed to the size of 
the current stock of indebtedness. For example, 
CDS spreads have widened considerably more 
in the United Kingdom relative to other large 
economies, despite the fact that the coun-
try’s current debt is low relative to GDP (Fig-
ure 1.35), although in percentage terms it rises 
sharply (Table 1.8). This suggests that concerns 
about short-term financing needs, rather than 
long-term fiscal sustainability, may be driving a 
large part of CDS spreads.

Although advanced economy governments 
to date have generally been able to meet 
their funding needs, there have been some 

Table 1.8. Public Debt and Stabilization Costs
(In percent of GDP)

Gross Government Debt

2008 2010

2008–10  
(Percent 
change)

Financial 
Stabilization 

Costs1

Canada 64 77 20.3 4.4
France 67 80 19.4 1.8
Germany 67 87 29.9 3.1
Italy 106 121 14.2 0.9
Japan 196 227 15.8 1.7
United Kingdom 52 73 40.4 9.1
United States 71 98 38.0 12.7

Sources: Debt-to-GDP estimates are from the IMF, World 
Economic Outlook, April 2009. Financial stabilization costs are 
estimates by the IMF Fiscal Affairs Department in “Companion 
Paper—The State of Public Finances: Outlook and Medium-Term 
Policies after the 2008 Crisis,” March 6, 2009 (IMF, 2009a).

1Based on support measures announced through mid-February. 
This is the net cost, which is gross support minus recovery over the 
next five years. The recovery rates differ by type of support, with 
higher recovery expected from guarantees and central bank liquidity 
support than from direct support.
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signs that the demand for government debt is 
becoming more volatile (Figure 1.36). Even 
in some major mature markets, auctions have 
been occasionally undersubscribed or can-
celed as issuance volumes have increased and 
the ability of market-makers to take auction 
risk and provide liquidity has diminished. As 
home bias and risk aversion have increased, 
sovereigns are likely to need to depend much 
more heavily on the domestic investor base 
until global market conditions improve. They 
have also needed to shorten the maturity of 
recent issues, heightening refinancing risk in 
the future.

In order to address investor concerns, 
governments need to clearly communicate the 
potential costs of financial support packages 
as part of a sustainable medium-term budget 
framework, including a credible commitment 
to fiscal correction once economic conditions 
improve.50

...and raising concerns about market digestion and 
“crowding out” of borrowers.

Projected issuance of government and 
government-guaranteed bank securities will 
be very large in 2009 as a result of increased 
budget deficits and continuing bank refinanc-
ing needs. This leads to potential crowding-out 

50IMF (2009b) sets out four important components of 
a government strategy during the crisis to maintain mar-
ket confidence that fiscal solvency is not at risk.

risks. One such risk is that the higher quality 
of government/government-guaranteed paper 
in a risk-averse environment will crowd out pri-
vate sector issuers. Table 1.10 highlights some 
countries where the announced government-
guaranteed debt is greater than three times 
the average annual total net issuance of private 
sector and sovereign debt in the past five years. 
Note that this guaranteed debt issuance will 
occur over and above the considerable sover-
eign debt required to be issued to finance fiscal 
deficits.

A second risk is that the benchmark sov-
ereign issuers squeeze out smaller or weaker 
sovereign counterparts. For example, based on 
current fiscal and financial stabilization plans, 
the United States, Japan, Germany, and the 
United Kingdom are projected to issue about 
$4 trillion of net additional government/gov-
ernment-guaranteed debt in 2009, which would 
amount to about 280 percent of the five-year 
average net sovereign debt issued by all mature 
economies. This volume of issuance will add to 
the challenges facing emerging market sover-
eign and corporate issuers in raising funds, 
especially in mature market currencies, while 
markets remain risk-averse.

Table 1.9. Mature Market Sovereign Credit 
Default Swap Spreads and Debt Outstanding

Median Credit 
Default Swap 
Spread as of  
April 8, 2009 
(Basis points)

Median Debt 
Outstanding as of 
December 2008 
(Percent of GDP)

Smaller economies 100 46
Larger economies 64 69

Sources: Bloomberg L.P.; IMF, World Economic Outlook 
database; and IMF staff estimates.

Note: Larger economies are six mature countries with GDP 
greater than $2 trillion. Smaller countries are 13 other countries 
with traded credit default swap contracts.  

Table 1.10. Announced Sovereign Guaranteed 
Bank Debt

Announced Guaranteed 
Bank Debt1  

(Billions of U.S. 
dollars)

Relative to Five-Year 
Average of Net Debt 

Issuance2 
(Percent)

Ireland 641 2,708
Sweden 169 606
Germany 556 576
Belgium 114 537
Austria 108 444
Netherlands 254 310
United Kingdom 375 291

Sources: Bank for International Settlements; and IMF staff 
estimates.

1Net debt issuance combines private and sovereign net 
issuance averaged from 2003 to 2007 from Bank for International 
Settlements data.

2The numbers for Ireland and Sweden include guarantees for 
deposits in addition to those for other senior liabilities issued by 
banks (interbank loans, debt securities). The numbers for other 
countries exclude deposit insurance.
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“Pooling” solutions may reduce liquidity premia of 
government-guaranteed bank debt.

The patchwork of different guarantee 
schemes across Europe, varying fee structures, 
and in some cases the lack of clarity over 
the details of the schemes themselves have 
strained bank efforts to secure funding and 
dampened investor interest. At present, inves-
tors are pricing guaranteed debt substantially 
below straight government debt. This reflects 
several factors. First, the guaranteed bonds 
may not be as liquid as the sovereign bonds. 
Second, investors can still suffer mark-to-mar-
ket writedowns and delays in payments if the 
bank issuer faces problems and the guarantee 
needs to be called upon. Third, in some cases 
the guarantee is from an agency, rather than 
from the government itself, so the relation-
ship between the agency and the government 
needs to be checked by the investor. Fourth, 
the instruments are new and have special terms 
and conditions, so approvals have to be sought, 
for example from institutional investors’ credit 
committees.

Pricing of these instruments shows a distinct 
tiering by country, proximity of the guaran-
teeing body to the government, and bank. 
Figure 1.37 highlights that the spread on the 
issues guaranteed by sovereigns perceived 
as less capable of backing their guarantee is 
wider than for those that are deemed well able 
to stand behind their promises, such as the 
United States and France. French issuance is 
especially tightly priced because it is directly 
issued by a government agency rather than a 
bank, meaning that bond liquidity is pooled 
and that the agency, rather than the investor, is 
exposed to any delays in payment.

Sovereign debt managers should consider extending 
maturities.

Authorities will need to carefully man-
age actual and potential public sector debt 
burdens so that current funding difficulties 
for banks do not transform into funding and 
debt sustainability problems for the sovereign. 
Increased sovereign credit spreads will add to 

Figure 1.35. Large Economy Credit Default Swap 
Spreads
(In basis points) 

Sources: Bloomberg L.P.; and IMF staff estimates.
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governments’ borrowing costs and debt sustain-
ability issues. To date, falling risk-free interest 
rates, as benchmark government securities have 
benefited from a flight to quality and liquid-
ity, have generally offset the effect of increased 
credit spreads on governments’ borrowing 
costs. However, as liquidity pressures on finan-
cial institutions ease, inflation fears return, 
and the weight of supply builds, borrowing 
costs may begin to rise. During the crisis, many 
sovereigns have shortened the average matu-
rity of their issuance in response to increased 
investor demand for more liquid shorter-dated 
securities, thus increasing their refinancing 
risk. Nevertheless, authorities should take the 
opportunity of the currently low level of real 
long-term yields to lengthen the maturity of 
issuance where possible to reduce their refi-
nancing risk.

In sum, policies need to recognize the limits of national 
sovereign balance sheets, which may call for more 
regional or global approaches to bring about financial 
stability.

The size of the fiscal costs is best contained 
by early, forceful, and effective policy action 
to stabilize the global financial system. The 
public sector should ensure viable institu-
tions have sufficient capital when it cannot 
be raised in the market, accelerate balance 
sheet cleansing, and refine measures support-
ing funding markets. Government support, 
however, could pose risks to fiscal sustainabil-
ity in more indebted countries. The challenges 
facing emerging European economies provide 
a current example. In these economies, the 
burden of stabilizing economies and financial 
systems may be too large to be managed solely 
by national governments and, because of the 
potential for contagion, solutions will require 
coordination and outside stabilization support. 
Furthermore, where the transfer of private 
to sovereign risks in resolutions may prove 
too costly in relation to sovereign capacity or 
benefits, other forms of private sector involve-
ment in restructuring may be called for (see 
Annex 1.4).

Figure 1.37. Swap Spreads of Government-
Guaranteed Bonds
(In basis points) 

Source: European Central Bank.
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Annex 1.1. Global Financial Stability 
Map: Construction and Methodology51

This annex outlines our choice of indica-
tors for each of the broad risks and conditions 
in the global financial stability map (see Fig-
ure 1.1). To complete the map, these indicators 
are supplemented by market intelligence and 
judgment that cannot be adequately represented 
with available indicators.

To begin construction of the stability map, 
we determine the percentile rank of the 
current level of each indicator relative to its 
history to guide our assessment of current con-
ditions, relative both to the October 2008 GFSR 
and over a longer horizon. Where possible, we 
have therefore favored indicators with a reason-
able time series history. Events that surpass 
historical experience raise associated risks or 
conditions to the boundary in the graphi-
cal representation. However, the final choice 
of positioning on the map is not mechani-
cal and represents the best judgment of IMF 
staff. Table 1.11 shows how each indicator has 
changed since the last GFSR and our overall 
assessment of the movement in each risk and 
condition.

Monetary and Financial Conditions

The availability and cost of funding linked to 
global monetary and financial conditions  
(Figure 1.38). To capture movements in gen-
eral monetary conditions in mature markets, 
we begin by examining the cost of short-term 
liquidity, measured as the average level of 
real short rates across the G-7. We also take a 
broad measure of excess liquidity, defined as 
the difference between broad money growth 
and estimates for money demand. Realizing 
that the channels through which the setting 
of monetary policy is transmitted to financial 
markets are complex, some researchers have 
found that including capital market measures 
more fully captures the effect of financial 

51This annex was prepared by Ken Miyajima.

Table 1.11. Changes in Risks and Conditions 
Since the October 2008 Global Financial 
Stability Report

Conditions and Risks

Changes since 
October 2008 

GFSR

Monetary and Financial Conditions ↓
G-7 real short rates ↑
G-3 excess liquidity ↔
Financial conditions index ↓
Growth in official reserves ↔
G-3 lending conditions ↓

Risk Appetite ↓
Investor risk appetite survey ↔
Investor confidence index ↓
Emerging market fund flows ↑
Risk aversion index ↓

Macroeconomic Risks ↑
World Economic Outlook global growth risks ↑
G-3 confidence indices ↑
OECD leading indicators ↑
Implied global trade growth ↑
Global break-even inflation rates ↑
Mature market sovereign credit default swap 

spreads ↑
Emerging Market Risks ↑↑↑

Fundamental EMBIG spread ↑
Sovereign credit quality ↑
Credit growth ↓
Median inflation volatility ↑
Corporate spreads ↑
Vulnerability to capital flows ↑

Credit Risks ↑
Global corporate bond index spread ↑
Credit quality composition of corporate bond 

index ↑
Speculative-grade corporate default rate 

forecast ↑
Banking stability index ↔
Loan delinquencies ↑
Household balance sheet stress ↔

Market and Liquidity Risks ↔
Hedge fund estimated leverage ↔
Net noncommercial positions in futures 

markets ↑
Common component of asset returns ↑
World implied equity risk premia ↓
Composite volatility measure ↔
Financial market liquidity index ↓

Source: IMF staff estimates.
Note: Changes are defined for each risk/condition such that ↑ 

signifies higher risk, easier monetary and financial conditions, or 
greater risk appetite, and ↓ signifies the converse; ↔ indicates 
no appreciable change. The number of arrows for the six overall 
conditions and risks corresponds to the scale of moves on the 
global financial stability map.
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prices and wealth on the economy. We there-
fore also use a financial conditions index that 
incorporates movements in real exchange 
rates, real short- and long-term interest rates, 
credit spreads, equity returns, and market cap-
italization. Rapid increases in official reserves 
held by the central bank create central bank 
liquidity in the domestic currency and in 
global markets. In particular, the recycling of 
dollar reserves in the United States contrib-
utes to looser liquidity conditions. To measure 
this, we look at the growth of official interna-
tional reserves held at the Federal Reserve. 
While most of the above measures capture the 
price effects of monetary and financial condi-
tions, to further examine the quantity effects 
we incorporate changes in lending conditions, 
based on senior loan officer surveys in mature 
markets.

Risk Appetite

The willingness of investors to take on additional 
risk by increasing exposure to riskier asset classes, 
and the consequent potential for increased losses 
(Figure 1.39). We aim to measure the extent 
to which investors are actively taking on more 
risk. A direct approach to this exploits survey 
data. The Merrill Lynch Fund Manager Survey 
asks around 200 fund managers what level of 
risk they are currently taking relative to their 
benchmark. We track the net percentage of 
investors reporting higher-than-benchmark 
risk-taking. An alternative approach is to 
examine institutional holdings and flows into 
risky assets. The State Street Investor Confi-
dence Index uses changes in equity holdings 
by large international institutional investors 
relative to domestic investors to measure rela-
tive risk tolerance.52 The index extracts rela-
tive risk tolerance by netting out wealth effects 

52The estimated changes in relative risk tolerance of 
institutional investors from Froot and O’Connell (2003) 
are aggregated using a moving average. The index is 
scaled and rebased so that 100 corresponds to the year 
2000.
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Figure 1.38. Global Financial Stability Map: Monetary 
and Financial Conditions
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Interest Rates1
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1-month rolling)
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index represents a weighted average of variables such as interest rates, credit spreads, 
exchange rates, and financial wealth.

3Monthly interpolated GDP-weighted average. Euro area 1999:Q1 to 2002:Q4 based on 
values implied by credit growth. Composite and Japan showing up to 2008:Q4.
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and assuming that changes in fundamentals 
symmetrically affect all kinds of investors. 
We also take account of flows into emerging 
market bond and equity funds, as these rep-
resent another risky asset class. Risk appetite 
may also be inferred indirectly by examining 
price or return data. As an example of this 
approach, the Goldman Sachs Risk Aversion 
Index measures investors’ willingness to invest 
in risky assets as opposed to risk-free securities, 
building on the premises of the capital asset 
pricing model.53 By comparing returns between 
government debt and equities, the model 
allows the level of risk aversion to move over 
time. Taken together, these measures provide a 
broad indicator of risk appetite.

Macroeconomic Risks

Macroeconomic shocks with the potential to 
trigger a sharp market correction, given existing 
conditions in capital markets (Figure 1.40). Our 
principal assessment of the macroeconomic 
risks is based on the analysis contained in the 
World Economic Outlook and is consistent with 
the overall conclusion reached in that report 
on the outlook and risks for global growth. We 
complement that analysis by examining vari-
ous economic confidence measures. The first 
of these is a GDP-weighted sum of confidence 
indices across the major mature markets to 
determine whether businesses and consum-
ers are optimistic or pessimistic about the 
economic outlook. Second, recognizing the 
importance of turning points between expan-
sions and slowdowns of economic activity, we 
incorporate changes in the Organization for 
Economic Cooperation and Development’s 
composite leading indicators. Third, in order 
to gauge inflection points in global trade, we 
include global trade growth estimates implied 
by the Baltic Dry Index, a high-frequency indi-
cator based on the freight rates of bulk raw 
materials that is commonly used as a leading 

53The index represents the value of the coefficient of 
risk aversion.
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Figure 1.39. Global Financial Stability Map: Risk Appetite 
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indicator for global trade. The fourth compo-
nent is market-implied inflation expectations, 
based on intermediate-dated yield differentials 
between nominal and inflation-linked domes-
tic bonds. Finally, in order to help assess stress 
levels on sovereign balance sheets, we examine 
a GDP-weighted average of the cost that inves-
tors need to pay to protect themselves against 
defaults of selected mature market sovereign 
debt.

Emerging Market Risks

Risks to global financial stability stemming from 
emerging market asset classes (Figure 1.41). These 
risks are closely linked to, but differ from, the 
macroeconomic risks described above, as the 
latter measures risks related to growth, inflation, 
or international trade of the global economy. 
Using an econometric model of emerging mar-
ket sovereign spreads, we identify the movement 
in the Emerging Market Bond Index Global 
(EMBIG) spreads accounted for by changes in 
fundamentals, as opposed to the movement in 
spreads attributable to other factors. Included 
in the fundamental factors are changes in 
economic, political, and financial risks within 
each country.54 This is complemented with a 
measure of the trend in sovereign rating actions 
by credit rating agencies to gauge changes in 
the macroeconomic environment and progress 
in reducing vulnerabilities arising from external 
financing needs. In addition to these factors 
relating to sovereign debt, we also include an 
indicator of growth in private sector credit. 
Other components of the subindex include a 

54The economic risk rating is the sum of risk points for 
annual inflation, real GDP growth, the government bud-
get balance as a percentage of GDP, the current account 
balance as a percentage of GDP, and GDP per capita as 
a percentage of the world average GDP per capita. The 
financial risk rating includes foreign debt as a percentage 
of GDP, debt service as a percentage of GDP, net inter-
national reserves as months of import cover, exports of 
goods and services as a percentage of GDP, and exchange 
rate depreciation over the last year. The political risk rat-
ing is calculated using 12 indicators representing govern-
ment stability and social conditions.
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Note: Dashed lines are period averages. Vertical lines represent data as of the October 2008 
GFSR.

1Amplitude adjustment is carried out by adjusting mean to 100 and the amplitude of the raw 
index to agree with that of the reference series by means of a scaling factor.   

2The Baltic Dry Index is a shipping and trade index measuring changes in the cost of 
transporting raw materials such as metals, grains, and fuels by sea.   

3Tracking GDP-weighted longer-term break-evens, or inflation expectations for Australia, 
Brazil, Canada, Colombia, France, Germany, Italy, Japan, Korea, Mexico, Poland, South Africa, 
Sweden, Turkey, the United Kingdom, and the United States. The ranking of the observations is 
determined by z-score in absolute terms relative to their long-run averages.

4GDP-weighted average of France, Germany, Italy, Japan, Spain, United Kingdom, and United 
States.
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measure of the volatility of inflation rates, and 
a measure of corporate credit spreads relative 
to sovereign spreads. Lastly, we forecast econo-
metrically a subcomponent of capital flows to 
emerging markets from projected credit growth 
in the United States.

Credit Risks

Changes in, and perceptions of, credit quality that 
have the potential for creating losses resulting in stress 
to systemically important financial institutions (Fig-
ure 1.42). Spreads on a global corporate bond 
index provide a market price-based measure of 
investors’ assessment of corporate credit risk. 
We also examine the credit-quality composition 
of the high-yield index to identify whether it is 
increasingly made up of higher- or lower-quality 
issues, calculating the percentage of the index 
comprised of CCC or lower rated issues. In 
addition, we incorporate forecasts of the global 
speculative-grade default rate produced by 
Moody’s. Another component of the subindex 
is a banking stability index, which represents 
the expected number of defaults among large 
complex financial institutions (LCFIs), given at 
least one LCFI default (Segoviano and Good-
hart, 2009). This index is intended to highlight 
market perceptions of systemic default risk in 
the financial sector. To capture broader credit 
risks, we also include delinquency rates on a 
wide range of other credit, including residen-
tial and commercial mortgages and credit card 
loans. Also included is a measure of stress on 
household balance sheets, constructed as the 
total amount of financial obligations55 scaled by 
disposable income for U.S. households.

Market and Liquidity Risks

The potential for instability in pricing risks that 
could result in broader spillovers and/or mark-to-
market losses (Figure 1.43). An indicator attempt-

55Estimated payments on outstanding mortgages, con-
sumer debt, auto leases, rental contracts, homeowners’ 
insurance, and property tax. 
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Note: Dashed lines are period averages. Vertical lines represent data as of the October 2008 GFSR.
1The model excludes Argentina because of breaks in the data series related to debt restructuring. 

Owing to the short data series, the model also excludes Indonesia and several smaller countries. The 
analysis thus includes 32 countries. EMBIG = Emerging Markets Bond Index Global. 

2Net actions of upgrades (+1 for each notch), downgrades (–1 for each notch), changes in outlooks 
(+/– 0.25), reviews and creditwatches (+/–0.5).

344 countries.
4Average of 12-month rolling standard deviations of consumer price changes in 36 emerging 

markets.
5Unweighted average of Brazil, China, Colombia, Egypt, Kazakhstan, Mexico, Malaysia, Peru, Russia, 

and Ukraine.
631 selected emerging economies. 
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ing to capture the extent of market sensitivity of 
hedge fund returns provides an indirect mea-
sure of institutional susceptibility to asset price 
changes. The subindex also includes a specula-
tive positions index, constructed from the net 
noncommercial positions relative to overall 
open interest for a range of futures contracts 
as reported to the Commodity Futures Trad-
ing Commission. The index typically rises when 
speculators are taking relatively large positional 
bets on futures markets, relative to commercial 
traders. Also included is an estimation of the 
proportion of variance in returns across a range 
of asset classes that can be explained by a com-
mon factor. The higher the size of a common 
factor across asset-class returns, the greater the 
risk of a disorderly correction in the face of a 
shock. An additional indicator is an estimate of 
equity risk premia in mature markets using a 
three-stage dividend discount model. Low equity 
risk premia may suggest that investors are under-
estimating the risk attached to equity holdings, 
thereby increasing potential market risks. There 
is also a measure of implied volatility across a 
range of assets. Finally, to capture perceptions of 
funding conditions, secondary market liquidity, 
and counterparty risks, we incorporate the spread 
between major mature-market government securi-
ties yields and interbank rates, the spread between 
interbank rates and expected overnight interest 
rates, bid-ask spreads on major mature-market cur-
rencies, and daily return-to-volume ratios of equity 
markets.

Annex 1.2. Predicting Private “Other 
Investment” Flows and Credit Growth in 
Emerging Markets56

To assess the impact of the credit crunch in 
advanced economies on credit flows to emerg-
ing markets, we develop a fixed-effects vector 
autoregression model with one lag containing 
the following variables:

56This annex was prepared by Kristian Hartelius.
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Figure 1.42. Global Financial Stability Map: Credit Risks
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(1) Growth in U.S. domestic credit, year-on-
year;

(2) Net private other investment flows to 
emerging markets, as percent of GDP;

(3) Emerging market real domestic credit 
growth, year-on-year;

(4) Emerging market real GDP growth, year-
on-year.

The data set contains annual observations 
for 31 emerging markets from 1990 to 2007.57 
The “other investment” category of the financial 
account contains cross-border bank financing 
and trade credits and is of particular importance 
for financial stability over the next few years, 
given the risks to emerging markets from shrink-
ing global bank balance sheets.

The impulse responses have the expected 
signs, including positive effects on capital 
inflows and emerging market credit growth 
from positive shocks to U.S. credit growth 
(Figure 1.44).58 Using the GFSR projection for 
U.S. credit growth as input (see Figure 1.5), 
the model yields forecasts for net private other 
investment flows, emerging market credit 
growth, and emerging market GDP growth.59

The model’s projection of cross-border bank 
flows to emerging markets implies a “sudden 
stop,” with substantial net outflows of other 
investment that average around 5 percent of GDP 

57The code used to estimate the model and produce 
impulse response functions was written by Inessa Love at 
the World Bank.

58The point estimates of the parameters yield mean 
reverting model dynamics. There is, however, a potential 
unit root in any measure of U.S. credit growth between 
1990 and 2007. The unit root is not present in a longer 
sample between 1970 and 2007, and there is no theoreti-
cal reason to believe that U.S. credit growth should be 
nonstationary in the long run. A model with two lags 
does not exhibit widening error bands, but makes less 
economic sense. Given that global financial integra-
tion increased greatly from around 1990, the preferred 
model contains one lag and is estimated over the period 
1990–2007.

59The U.S. credit growth numbers are treated as a 
series of shocks to the model. The shock in period t is 
measured as the scaled difference between the GFSR 
forecast for U.S. credit growth and the model dynamics 
for U.S. credit growth without a shock in t (but incorpo-
rating shocks from previous periods).
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136-month rolling regressions of hedge fund performance versus real asset returns.
2Data represent the absolute number of contracts of the net positions taken by noncommercial 

traders in 17 selected U.S. futures markets. Higher volume is indicative of heavy speculative 
positioning across markets, either net-long or net-short.

3Represents an average z-score of the implied volatility derived from options from stock market 
indices, interest, and exchange rates. A value of 0 indicates the average implied volatility across 
asset classes is in line with the period average (from 12/31/98 where data are available). Values of 
+/–1 indicate average implied volatility is one standard deviation above or below the period average.   

4Based on the spread between yields on government securities and interbank rates, spread 
between term and overnight interbank rates, currency bid-ask spreads, and daily return-to-volume 
ratios of equity markets. A higher value indicates tighter market liquidity conditions.

Figure 1.43. Global Financial Stability Map: Market 
and Liquidity Risks

1994 2000 02 04 06 0896 98

1999 1996 98 2000 02 04 062001 03 05 07

1993 95 97 99 03 05 072001

1997 99 03 05 07 1998 2000 06 0802 042001

Hedge Fund Estimated Leverage1

(Sum of betas across asset 
classes)

Net Noncommercial Positions in 
U.S. Futures Markets2

(In percent of open-interest 
across select futures markets, 
30-day moving average)

Estimated Common Component 
in Asset Class Returns
(Share of variation in returns, 
90-day moving average)

Composite Volatility Index3

(In standard deviations from 
the period average)

Funding and Market Liquidity Index4

(January 1996 = 100)

World Implied Equity Risk Premia
(In percent)



59

AnnEX 1.2. pREdICTIng pRIVATE “oThER InVESTMEnT” flowS And CREdIT gRowTh In EMERgIng MARkETS

Source: IMF staff estimates.
Note: Dashed lines represent 90 percent confidence bands. One standard deviation Cholesky orthogonal shocks.

Figure 1.44. Impulse Responses
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over the next few years (Figure 1.45). Outflows 
of this magnitude were registered in the late 
1990s by several Southeast Asian countries, and in 
the early 1980s by Latin American countries. In 
line with the dire outlook for cross-border bank 
financing, the model predicts that real credit 
will contract by as much as 15 percent in emerg-
ing markets in 2010 and 2011 (Figure 1.46). 
Again, the predicted magnitudes are similar to 
credit contractions in previous financial crises in 
emerging markets. The knock-on effects on GDP 
growth could be considerable according to the 
model, with average emerging market growth 
stalling in 2010 and 2011 (Figure 1.47).

These model projections, however, may be too 
extreme for many emerging markets for several 
reasons. First, the model estimates common coeffi-
cients for all countries in the sample between 1990 
and 2007, and therefore generates forecasts for the 
“typical” or “average” emerging market country. 
Second, the model does not take into account the 
potential in many emerging markets for policy 
responses that are stronger than the average 
response in the sample, made possible by histori-
cally large international reserves and strong fiscal 
positions. Third, the global policy response under 
way, with increased resources for the IMF and 
other international financial institutions, may miti-
gate the impact of the financial crisis on emerg-
ing markets. Finally, the model does not account 
for the potential stabilizing effect of parent bank 
support for lending by their emerging market sub-
sidiaries, to the extent that such support currently 
is stronger than on average in the sample.

Annex 1.3. Spillovers Between 
Foreign Banks and Emerging Market 
Sovereigns60

The methodology in Segoviano and Good-
hart (2009) analyzes how problems in advanced 
country banking systems are linked with increas-
ing risks to emerging markets.61 It uses CDS 

60This annex was prepared by Miguel Segoviano. 
61This approach incorporates recover linear (cor-

relations) and nonlinear distress dependence among 
the banks and sovereigns included in the analysis. This 

Figure 1.45. Net Private Other Investment Flows to 
Emerging Markets
(Percent of GDP, average in panel) 

Source: IMF staff estimates.

–6

–5

–4

–3

–2

–1

0

1

2

3

4

1990 95 2000 05 10

Data
Panel vector autoregression forecast
(given GFSR projection for U.S. credit growth)

Figure 1.46. Emerging Market Real Credit Growth
(In percent, year-on-year, average in panel) 

Sources: IMF, World Economic Outlook database; and IMF staff estimates.
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Figure 1.47. Emerging Market GDP Growth
(Percent year-on-year, average in panel) 

Source: IMF staff estimates.
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spreads on sovereign and bank bonds to derive 
the probabilities of distress of banks and sov-
ereigns priced into the markets (Figure 1.48). 
We estimate cross vulnerabilities between Latin 
American, eastern European, and Asian emerg-
ing markets and the advanced country banks 
with large regional presences in these regions.62 
To illustrate them, we present distress depen-
dence matrices estimated for each of these 
regions (Table 1.12) at specific dates.63 These 
matrices report probabilities that a bank/
country in the row will become distressed if the 
bank/country in the column becomes dis-
tressed.64 In order to analyze how distress depen-
dence has evolved over time, we also estimate 
the time series of the conditional probabilities 
of distress of banks/countries if other banks/
countries become distressed (Figure 1.49).65

The analysis shows that risks in sovereigns and 
banks increased markedly after October 2008. In 
the run-up to the crisis, there was little concern 
about risks to sovereigns and parent banks in 
eastern Europe, and risk perceptions in Latin 
America and Asia were falling. From July 2007 to 
September 2008, both sovereign risk and bank 
risk increased and moved in tandem, but since 

dependence changes throughout the economic cycle, 
reflecting the fact that dependence increases in periods 
of distress.

62The countries and banks analyzed in Latin America 
are Brazil, Chile, Colombia, and Mexico, and the banks 
are BBVA, Citigroup, HSBC, Santander, and Scotia Bank. 
In eastern Europe, the countries are Bulgaria, Croa-
tia, Czech Republic, Estonia, Hungary, and the Slovak 
Republic, and the banks are Citigroup, Erste, Intesa, 
Société Générale, and Unicredito. In Asia, the coun-
tries are China, Indonesia, Korea, Malaysia, the Philip-
pines, and Thailand, and the banks are BNP, Citigroup, 
DBS, Deutsche, HSBC, JP Morgan Chase, and Standard 
Chartered.

63In this example, we chose February 11, 2009.
64These matrices can be estimated for each day. They 

report links across countries (bottom right, quadrant 4), 
and across banks (top left, quadrant 1). The bottom left 
(quadrant 3) reports how sovereign distress is conditional 
on bank problems, while the top right (quadrant 2) indi-
cates the opposite direction.

65Note that there is a daily time series for each of the 
quadrants described in the previous footnote. Each obser-
vation in the time series corresponds to the average of the 
conditional probabilities in each quadrant, on each day.

Source: IMF staff estimates.

Figure 1.48. Default Probabilities Implied by Credit 
Default Swap Pricing
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October 2008, risk in sovereigns has been signifi-
cantly higher than in banks (Figure 1.48). This 
may reflect the deepening downturn in emerg-
ing economies in late 2008 and the support 
received by banks in developed countries from 
their sovereigns.

Bank problems appear to have a significant 
impact on sovereign distress. This is seen by 
comparing the probability of distress of the 
emerging market sovereigns conditional on 
distress in the mature market banks in July 
2007, when sovereigns appeared to have low 
risk of contamination, and in September 2008. 
In the last quarter of 2008, sovereign risk 
conditional on bank risk has increased further 
(Figure 1.49).

Banks’ geographical role matters in sovereign 
distress. Quadrant 3 of the distress dependence 
matrices shows the distress of Spanish banks to 
be associated with the highest distress in Latin 
America. This is also the case for Italian banks 
in eastern Europe (quadrant 3, column aver-
age). These results suggest that geographic roles 
matter, since these banks have a substantial pres-
ence in the respective regions under analysis.

Direct links between banks and countries 
matter. Distress in countries with a particularly 
large foreign bank presence—such as Mexico 
and the Czech Republic—is more strongly 
associated with potential banking distress 
(quadrant 2). Direct links from individual 
banks to countries also matter—for example, 
distress at Citigroup, Intesa, and DBS are rela-
tively more important for Mexico, Hungary, 
and Indonesia, respectively, than for other 
countries (quadrant 3).

The results also illustrate the influence of 
systemic risk, which constitutes an indirect 
link especially for Asia, over and above direct 
regional and bilateral links. Direct owner-
ship and lending by foreign banks is generally 
lower in Asia than in eastern Europe or Latin 
America, insulating banking systems somewhat 
from these direct links, and increasing the rela-
tive importance of indirect links involving bank 
and/or sovereign distress. In addition, links 
between banks may be somewhat less impor-

Source: IMF staff estimates.

Figure 1.49. Distress Dependence
(Average conditional probabilities for the region)
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tant for emerging Asia, as borrowing through 
debt markets tends to play a larger role in local 
financial systems. Indirect effects are particularly 
evident in Korea and Indonesia.66

Overall, the results indicate that systemic 
bank risks and emerging market vulnerabili-
ties appear to be highly dependent. This likely 
reflects the fact that distress in individual 
banks is a bellwether for the state of the 
overall financial system, via direct or indirect 
links. The bottom line is that policies to limit 
systemic risks in advanced country financial 
systems would also sharply reduce risks to 
emerging markets.

Annex 1.4. Debt Restructuring in 
Systemic Crises67

This annex discusses the principles and 
options for debt restructuring in response to 
distress posed by systemic crises.

Principles of Debt Restructuring

Debt restructuring must be part of a comprehen-
sive set of macroeconomic and sectoral policies. Such 
policies should include measures to stabilize the 
economic environment so that debtors, credi-
tors, and investors can value transactions. In 
addition, a program must include an assessment 
of the scale and nature of corporate distress and 
a supporting legal, regulatory, and accounting 
environment.

The effectiveness of debt restructuring will be limited 
until progress has been made on a variety of criti-
cal fronts. First, progress in restructuring the 
financial sector is needed. Debt restructuring is, 
in part, about the allocation of losses between 
creditors and borrowers, and thus the ability 

66An important strength of our approach is that market 
prices reflect perceptions of direct links and indirect links. 
For the former, market presence might be an impor-
tant element, as in Latin America and eastern Europe; 
however, for the latter, liquidity pressures and systemic 
banking distress/macroeconomic spillovers might play an 
important role. This feature of our approach appears to 
be particularly relevant in Asia.

67This annex was prepared by David Hoelscher.

of financial institutions to absorb losses must 
be known. Second, the legal framework should 
facilitate restructuring. Out-of-court settlements 
are typically the most effective approach, but 
a sound and effective bankruptcy framework 
is a necessary backdrop for the restructuring 
strategy. Third, the strategy developed by the 
authorities must be cast within a framework 
where loss allocation is seen as equitable to all 
participants.

Restructuring Options in the Current Environment

The current global crisis differs from past cases. 
The roots of previous systemic crises lay pri-
marily in the gradual impairment of banks’ 
loan portfolios. In the current global crisis, 
in contrast, broad asset-quality deterioration 
was initially not the dominant concern, as the 
distress in the U.S. subprime market was seen as 
affecting only a subclass of structured products. 
Market concerns quickly broadened, however, 
to include all structured products, undermin-
ing the banks’ “originate-to-distribute” funding 
model and culminating in serious financial con-
straints on corporate and household borrowers.

This evolution of the crisis has complicated normal 
debt restructuring options. Structured products 
remain in bank portfolios, limiting transparency 
and carrying the potential for further losses. In 
addition, the growing economic slowdown is put-
ting pressures on households and corporate asset 
quality. Restructuring strategies for a variety of 
asset classes must be identified and implemented.

Restructuring Structured Products

Asset restructuring has become much more complex 
than in the past because of the reliance on securitiza-
tion vehicles. In addition to traditional direct 
loan exposures, banks now also hold tranches 
of structured securities issued by such vehicles. 
When securitization structures are downgraded, 
the banks suffer writedowns in asset values. 
While banks can manage nonperforming loans, 
they are merely investors in the structured secu-
rities and have few legal rights to restructure the 
loans underlying these structured products. In 
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addition, the securitization structures themselves 
have limited legal power to modify the contrac-
tual agreements of the underlying loans. While 
securitization structures are owners of the loans, 
the modification of securitized loans is only 
permissible if bondholders continue to be paid 
according to the original terms of the contract. 
In addition, securitized structures cannot sell 
delinquent loans, as typically envisaged in their 
operational frameworks, because of the absence 
of liquidity in loan markets.

Currently, resolution options are limited. Typically, 
the only option is to allow the securitization 
structure to fail, liquidate the assets, and allocate 
resources recovered in liquidation to the bond-
holders in order of priority. Loan restructuring 
is not an alternative. In the current environ-
ment, the liquidation of assets is likely to result 
in significant discounts and large losses.

One option is to establish a publicly financed 
special-purpose vehicle (PSPV) as an instrument to 
remove structured products from bank portfolios. The 
PSPV, however, cannot just purchase tranches of 
structured securities and restructure underlying 
loans because it would only be a bondholder 
without creditor rights. Rather, to restructure 
loans, the PSPV would have to buy all assets of 
the securitization structures. Once it acquired 
such rights, it would be in a position to restruc-
ture underlying loans.

Pricing of either asset portfolios or structured 
securities is a key policy issue. Any pricing decision 
carries the risk of either overcompensation or 
undercompensation of the banks. In addition, 
the pricing policy will have implications for the 
restructuring strategy of banks. The pricing pro-
cess, therefore, must be determined in the con-
text of the overall financial sector strategy and 
be transparent. One approach would be to price 
all structured securities using common indices 
such as the CDX, LCDX, etc. At current prices, 
this would imply a loss of about 70 percent of 
the nominal value. Another approach would 
be to use the book value, subject to review by a 
specialized accounting firm.

In late 2008, the Swiss government adopted a bank 
support program that entailed the creation of a new 

SPV to purchase UBS’s distressed or illiquid assets. 
The SPV purchased assets at book value but will 
not try to reschedule underlying loans. It also 
provides long-term liquidity support to UBS, 
strengthening UBS’s balance sheet by reducing 
risk-weighted assets. UBS retains the first loss 
position on the transferred assets through a 
capital participation in the vehicle. The central 
bank provided the SPV with a loan for the pur-
chase of UBS’s assets in an amount exceeding 
the value of current distressed or illiquid assets, 
and UBS with capital support equal to its equity 
participation in the vehicle.

Corporate Restructuring

Lessons for corporate debt have been drawn from 
a variety of cases in the 1990s, including Brazil, 
the Czech Republic, Indonesia, Korea, Malay-
sia, Mexico, Thailand, and Turkey.68 Two 
broad approaches have been followed in such 
experiences:
•	 A	voluntary	private	sector	debt	workout	

between banks and borrowers. In this case, 
debtors negotiate with a consortium of credi-
tors to establish a mutually agreeable level of 
debt service and loan maturities.

•	 Governments	take	a	central	role	in	the	
restructuring process. The specific role will 
vary from case to case but is essential in a sys-
temic crisis where insolvencies are large and 
private coordination difficult.
In voluntary private debt restructuring, debtors and 

creditors negotiate compatible rescheduling arrange-
ments. While such restructurings are bank-led, 
government intervention may include orches-
trating voluntary workouts, establishing guide-
lines, or adjusting tax and prudential rules that 
might otherwise impede finding a common solu-
tion. The creditors assess the debtor in terms of 
its financial strengths. The out-of-court settle-
ment approach allows negotiated rescheduling. 
A critical feature is an effective insolvency frame-

68For examples of these experiences and policy implica-
tions, see Pomerleano and Shaw (2005), Stone (2000), 
and Adams, Litan, and Pomerleano (2000).
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work, as all parties understand that the alterna-
tive to the out-of-court process is insolvency.

When insolvencies are numerous and coordina-
tion among creditors and borrowers difficult, the 
government may take a more direct role. A range 
of options exist for government intervention, 
including:
•	 Government mediation. Mediation between 

corporations and banks can help organize 
the restructuring process. The “London 
approach” is an example, based on principles 
that (1) banks maintain credit facilities and 
do not press for bankruptcy; (2) a compre-
hensive assessment is made of debtor viability; 
and (3) seniority of claims is recognized but 
there is an element of shared pain.

•	 Government-financed incentive programs. Finan-
cial incentives through such programs can 
be useful if corporate distress is systemic and 
market or regulatory failures inhibit restruc-
turing. Such programs may involve insurance 
or compensation to creditors for lengthening 
debt maturities and grace periods, interest 
rate and exchange rate guarantees, and equity 
injections.

•	 Restructuring director. Appointment of a 
restructuring director may accelerate the 
pace of restructuring by defining the goals of 
restructuring, and marshaling and prioritizing 
government financial support.

•	 Asset management corporations. Governments 
may establish special agencies to work out 
distressed debt in a centralized fashion. Such 
institutions are useful when there is a large 
number of troubled corporations and a 
significant number of relatively homogeneous 
loans (Song, 2006; and Ingves, Seelig, and He, 
2006). Asset management companies may be 
established to manage assets from intervened 
and resolved banks or, in limited cases, from 
open banks. In this latter case, the price for 
removing the assets is a critical policy issue. In 
principle, assets should be removed at their 
market value (or the best estimation of that 
value) and the banks recapitalized by private 
investors, a public recapitalization program, 
or a combination of both.

The global nature of the current crisis has made 
the restructuring difficult for at least two key reasons. 
First, corporations have borrowed from cross-
border banks that operate in a wide range of 
jurisdictions where corporate law and in-court 
settlement frameworks differ, making coordina-
tion of debtors and cross-border creditors more 
difficult. Second, the holders of corporate debt 
are much more dispersed than in the past both 
because corporations have financed their activi-
ties by issuing bonds in international markets 
and because many corporate loans have been 
acquired by securitization structures, with each 
structure holding a small share of any single 
corporate’s debt.

International coordination of governmental 
efforts may help to address these limitations. An 
international body may help by establishing 
standard guidelines or proposing standardized 
debt restructuring frameworks for financial 
institutions and corporates that are active 
across borders. Such guidelines could limit 
differences in international creditor treatment 
across jurisdictions. Moreover, an interna-
tional body could act as a clearinghouse for 
information about the scope and holdings of 
corporate debt and arrange for coordinated 
negotiations among a wide range of creditors 
and debtors.

Household Debt Restructuring

During the current crisis, and in light of the dete-
riorating economy and massive job losses, household 
debt levels have increased significantly and may 
be unsustainable in many cases. The run-up in 
house prices fueled excessive leverage, while 
subsequent sharp declines left borrowers strug-
gling with payments. Where foreign currency 
lending was prevalent, borrowers were also 
subject to the balance sheet effects of currency 
depreciation.

In such an economic environment, a government-
sponsored household debt restructuring program may 
be necessary. Countries typically apply a com-
bination of resolution strategies—with some 
more directed toward financial institutions and 
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others more geared towards borrowers—and in 
the process often incur substantial fiscal costs. 
Household debt restructuring involves (1) facili-
tating voluntary loan workouts between banks 
and their borrowers by easing loan provisioning, 
and possibly by offering tax breaks for banks; 
and (2) recapitalizing financial institutions that 
are worth saving and facilitating exit of other 
financial institutions. In situations of large-scale 
household distress, such voluntary workout pro-
grams can be complemented by loan subsidies 
or tax breaks for households and fiscal stimulus. 
Finally, in large-scale household distress situ-
ations where households default en masse on 
their loans, a well-designed debt restructuring 
program becomes an option. This can involve 
recapitalizing financial institutions worth saving 
and facilitating exit of others, and social sup-
port programs to restore households to financial 
health.

Annex 1.5. Methodology for Estimating 
Potential writedowns69

The October 2008 GFSR estimated potential 
writedowns on U.S.-origin credit for global mar-
ket participants over 2007–10. The methodol-
ogy used to estimate those writedowns has been 
extended to include credit originated in Europe 
and Japan, as well as in emerging markets. 
Together with related analysis in the chapter, the 
estimates here provide a broader assessment of 
potential global bank writedowns.

Estimation of Global writedowns on Credit 
Instruments

Writedowns on loans and securities origi-
nated in the United States are calculated 
based on a set of assets including residential 
and commercial real estate mortgages, con-
sumer debt, and corporate debt.70 For credit 
originated in Europe, we considered a similar 

69This annex was prepared by Mustafa Saiyid.
70The set of instruments in this analysis has been 

broadened to include municipal loans to reflect potential 

set of instruments. For credit originated in 
Japan, we only examined consumer and corpo-
rate debt, as these assets are most significant 
from the perspective of potential writedowns 
for holders.

As in past GFSRs, writedowns on debt securities 
were measured as declines in market valuations 
of representative indexes or deals. Charge-
offs for related loans were estimated using a 
regression type approach for the United States 
(Box 1.7). For European and Asian loan charge-
offs, we used an alternative approach (discussed 
below), due to data limitations.

Securities

Writedowns on European residential securi-
ties were estimated by multiplying the change 
in spread on residential mortgage-backed 
securities (RMBS) deals (i.e., France, Germany, 
Italy, Netherlands, Spain, and the United 
Kingdom) by their average duration, and then 
weighting the results by size of issuance and 
rating. This results in an estimated 14 percent 
mark-to-market (MTM) loss rate altogether.71 
Writedowns on European commercial real 
estate and consumer debt were estimated from 
changes in spreads on commercial mortgage-
backed securities (CMBS) and consumer 
(auto and credit card) debt, respectively. This 
resulted in estimated MTM loss rates of 17 
percent and 7 percent, respectively. Corporate 
debt was priced using the Barclays Euro-Aggre-
gate corporate index, which suggests a 5 per-
cent loss since the beginning of the credit crisis 
through mid-March 2009. A similar approach 

deterioration tied to a deeper trough in the credit cycle 
than previously anticipated.

71Admittedly, this is a high figure for the overall 
European residential securities market, but it is lower 
than that of U.S. nonagency residential debt, for which 
the MTM loss rate is estimated at 34 percent. It is also 
presumably being driven up by market concerns about 
structured products in general. The U.S. residential mort-
gage securities market as a whole has an implied MTM 
loss rate of 14 percent, which is lowered by the inclusion 
of guaranteed agency debt, comprising more than two-
thirds of the total outstanding amount. 
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was used to estimate writedowns on Japanese 
debt securities. MTM loss rates on Japanese 
corporates were estimated 2 percent, using the 
Barclays Asian corporate index. A similar loss 
rate was assumed for Japanese debt.

Loans

Estimating charge-off rates on European loans 
is more complicated than for U.S. loans because 
of data limitations. Available European data are 
not sufficiently disaggregated and provide too 
few data points for a meaningful econometric 

analysis. Instead, we were forced to rely on 
more indirect methods. The primary approach 
we followed was to take the charge-off rate 
for U.S. loans in each credit category and to 
reduce it by the ratio of mark-to-market losses 
on European to U.S. securities. In this way we 
captured market-based expectations regarding 
differences in European and U.S. credit quality 
and the impact of the economic cycle. For 
example, in order to estimate the charge-off 
rate on European residential mortgage loans, 
we took the forecasted charge-off rate on U.S. 
residential mortgage loans of 8.3 percent from 

This box outlines the revised methodology for forecast-
ing bank loan charge-off rates.

A general approach for modeling charge-off 
rates is described in the October 2008 GFSR 
(IMF, 2008b, Box 1.6). Charge-off rates for 
different loan types are modeled as dependent 
on a set of economic and financial variables. In 
order to better capture future turning points 
in the charge-off patterns, levels and log levels 
(rather than growth rates) are used for the 
explanatory variables—house prices, GDP, and 
consumption. Since a recent decline in bank 
lending standards (net balances) indicates a 
slower rate of tightening, the use of cumula-
tive net balances for lending standards is 
warranted. This is to reflect that charge-offs 
continue to rise despite a slowdown in house 
price declines and a deceleration in the pace 
of tightening in lending standards. Despite the 
slower pace of deterioration, home equity is 
still declining and banks are becoming more 
reluctant to lend, pushing delinquency and 
charge-off rates higher. Furthermore, lags in 
the charge-off rate are not included in the 
final estimation equations. Although statisti-
cally significant, the high autocorrelation 
coefficients result in very persistent forecasts, 

failing to predict a turn in the cycle. Instead, 
with the forecasting goal in mind, the analysis 
relies only on the exogenous variables, which 
project an improvement in economic and 
financial conditions by 2011.

To deal with nonstationarity in the variables, 
the empirical Bayesian approach is employed. 
The estimation is carried out by running 10,000 
Markov Chain Monte Carlo simulations using 
the Gibbs sampler package WinBUGS (Lunn 
and others, 2000). Convergence is obtained 
within 1,000 burn-in runs. The estimated coeffi-
cients in the presented equations are statistically 
significant at 5 percent. Lending standards are 
particular to each loan type.

Residential real estate: log (D_RRE) = 0.9095 
+ 0.0033*LS – 0.0026*HP, where D_RRE is the 
delinquency rate, LS is lending standards, HP is 
Case-Shiller house prices.

Commercial real estate: log(D_CRE) = 62.15 
+ 0.0032*LS – 7.153*log(C), where D_CRE is the 
delinquency rate, C is real private consumption.

Consumer loans: C_CL = 50.12 + 0.0055*LS – 
5.347*log(GDP), where C_CL is the charge-off 
rate, GDP is real gross domestic product.

Commercial and industrial loans: C_CI = 
26.24 + 0.0028*LS – 2.883*log(GDP), where 
C_CI is the charge-off rate.

Box 1.7. Forecasts for Charge-Offs on U.S. Bank Loans

Note: This box was prepared by Sergei Antoshin.
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econometric analysis, and multiplied it by the 
ratio of MTM losses on European RMBS of 
14 percent to that of U.S. nonagency mortgage 
securities of 30 percent. Rounding the ratio of 
MTMs to 0.5 suggests a cumulative charge-off 
rate for European residential mortgage loans 
of 4.1 percent over 2007–10. This charge-off 
rate is multiplied by the outstanding stock of 
unsecuritized European residential loans of 
$4.6 trillion to result in an estimated writedown 
of $192 billion. This assumes that the relative 
performance of European loans to U.S. loans 
will mirror the relative market performance of 
European securities to U.S. securities in each 
credit category. For Japan, charge-off rates for 
commercial and consumer loans on a cumulative 
basis were assumed to be consistent with the 
MTM decline in the value of corporate debt 
securities. 

Global writedowns

Applying the estimated MTM loss rates on 
debt securities and charge-off rates on loans to 
the outstanding amounts resulted in an esti-
mated aggregate writedown of $4.1 trillion over 
2007–10.72

Potential writedowns for Banks and Their 
Regional Distribution

In order to account for important regional 
differences in the composition of bank port-
folios, we used two separate sets of exposure 
matrices: (1) by type of assets held by banks, 
including, for example, residential mortgage 
or corporate debt; (2) by geographic origin, 
specifically for U.S., U.K., Europe excluding 

72Actual writedowns taken by market participants 
globally over the course of the credit cycle will likely be 
higher because of losses on exposures to equities and 
to derivative instruments. Derivatives transfer risk from 
one market participant to another, and although losses 
net out to zero for the system as a whole, individual 
market participants would be expected to bear losses on 
one-sided bets. These losses and resulting potential writ-
edowns are very difficult to quantify with existing public 
disclosure of exposure.

the United Kingdom, Japanese, and emerging 
market assets. These matrices were broken out 
further into exposure to loans and to securities 
(Tables 1.13–1.14).73

These exposures were then multiplied with 
corresponding MTM loss rates (for securi-
ties) and charge-off rates (for loans) to obtain 
a matrix of potential writedown estimates 
by region. For asset classes where charge-off 
rates were not estimated, the applicable rate 
was assumed to be the same as for corporates 
broadly. For securities for which MTM rates were 
not estimated, the applicable rate was assumed 
to be zero these were regarded as riskless.

An important modification to the MTM rates on 
bank holdings of securities is to account for banks 
holding higher-quality assets relative to the uni-
verse of securities. For bank security portfolios with 

73The estimated exposure of banks in a region to vari-
ous types of assets, (e.g., U.S. banks to consumer loans) 
is obtained from filings of a sample of 50 large (global) 
banks in the United States, Europe, and Japan. The 
estimated exposure of the banks in a region to loans and 
securities originated in different regions is derived from 
Table 9B on foreign claims of banks from the Bank for 
International Settlements.

Table 1.13. Estimated Bank Portfolio Composition 
by Type of Asset
(In percent)

U.S. 
Banks

U.K. 
Banks

Europe 
excluding 

U.K. 
Banks

Asian 
Banks1

Loan Exposures
Consumer 17 12 13 20
Residential mortgage 52 23 25 26
Commercial mortgage 6 6 5 5
Corporate 15 49 43 27
Other 11 10 14 22

Total 100 100 100 100

Securities Exposures
Consumer 4 6 5 2
Residential mortgage 42 24 19 5
Commercial mortgage 6 5 5 27
Corporate 32 27 27 60
Other 16 38 43 6
Total 100 100 100 100

Sources: Bank filings; IMF staff estimates.
1Asian banks domiciled in Australia, Hong Kong SAR, Japan, New 

Zealand, and Singapore.
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exposure to European securities, the applicable 
MTM loss rate was assumed to be only half of the 
loss rate for the asset class universe. This roughly 
corresponds to the ratio of MTM declines on 
high- versus average-quality securities in European 
residential and consumer sectors. MTM loss rates 
applicable to bank holdings of securities in other 
regions are assumed to be closer to those for the 
overall asset class (95 percent of the average in the 
United States, 70 percent in the United Kingdom, 
50 percent in Asia).

Allocation of Potential writedowns Between 
Different Market Participants

Potential writedowns for mature market 
banks estimated as described above are then 
used to allocate the remainder of global 
writedowns on the outstanding stock of loans 
and securities to other market participants, 
including insurers, government-sponsored 
enterprises, pension funds, and hedge funds. 
The allocation to insurers is based on their 
percentage share of writedowns thus far, while 
the allocation to other market participants is a 
residual of the process.

Results

Of estimated potential writedowns of $4.1 tril-
lion on mature market credit for global market 
participants, banks are expected to suffer $2.5 
trillion. In addition, global banks are expected to 
take an additional $340 billion of writedowns on 
exposure to emerging market assets, bringing the 
total to $2.8 trillion (Table 1.15). The proportion 
of bank writedowns to the total estimated for all 
market participants of 61 percent (= 2.5/4.1) is 
roughly the same as the actual bank share of writ-
edowns reported by market participants. Region-

Table 1.15. Estimated Distribution of Bank writedowns by Bank Domicile and Cumulative Loss Rates 
(In percent)

U.S. Assets U.K. Assets
Europe excluding 

U.K. Assets Asian Assets Emerging Markets Total
(Billions 
of U.S. 
dollars) (Percent)

(Billions 
of U.S. 
dollars) (Percent)

(Billions 
of U.S. 
dollars) (Percent)

(Billions 
of U.S. 
dollars) (Percent)

(Billions 
of U.S. 
dollars) (Percent)

(Billions 
of U.S. 
dollars) (Percent)

writedowns on Assets
U.S. banks 966 9.3 22 5.9 24 4.6 3 1.3 35 6.9 1,049 8.8
U.K. banks 72 7.5 174 4.3 30 3.9 2 1.1 37 9.9 316 5.0
Europe excluding U.K. banks 198 7.0 111 4.4 622 3.9 6 1.0 172 8.5 1,109 4.6
Asian banks 116 12.0 33 6.8 29 4.6 141 2.0 16 6.8 337 3.5
Total 1,352 8.9 340 4.6 705 3.9 151 1.9 261 8.2 2,810 5.4

Memorandum item:

Assets
U.S. banks 10,364 369 509 191 507 11,940
U.K. banks 965 4,045 779 160 380 6,329
Europe excluding U.K. banks 2,839 2,500 16,151 600 2,034 24,124
Asian banks 968 483 639 7,195 241 9,526
Total 15,136 7,397 18,078 8,146 3,162 51,919

Sources: Bank of England; Bankscope; Federal Reserve, Flow of Funds; and IMF staff estimates.
Note: Assets include only loans and securities and do not include fixed assets held by banks. For each region, the first column refers to the dollar value of bank 

writedowns and the second column to cumulative loss rates in percent.

Table 1.14. Estimated Bank Portfolio 
Composition by Origin of Assets
(In percent of total assets)

U.S. 
Assets

U.K. 
Assets

Europe 
excluding 

U.K. 
Assets

Japanese 
Assets

Emerging 
Market 
Assets Total

U.S. banks 87 3 4 2 4 100
U.K. banks 15 64 12 3 6 100
Europe excluding 

U.K. banks 12 10 67 2 8 100
Asian banks1 10 5 7 76 3 100

Source: Bank for International Settlements, Quarterly Review, March 
2009.

Note: Assets held in offshore centers have been reallocated to 
corresponding regions.

1Asian banks domiciled in Australia, Hong Kong SAR, Japan, New 
Zealand, and Singapore.
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ally, Europe excluding U.K. banks are expected 
to suffer the bulk of potential writedowns, taking 
$1.11 trillion (39 percent of the total), compared 
with $1.05 trillion (37 percent) for U.S. banks. 
Banks in the United Kingdom and Asia (com-
prised of Japan, Australia, New Zealand, Hong 
Kong SAR, and Singapore) are estimated to take 
roughly similar-sized writedowns of $316 billion 
and $336 billion, respectively.

Although Europe excluding U.K. banks are 
expected to suffer a sizable portion of its writ-
edowns on assets within the region, a substantial 
proportion of the total, 44 percent altogether, 
is borne on assets outside the region, mostly 
in the United States, and in emerging Euro-
pean markets. By comparison, U.S. banks are 
expected to suffer only 8 percent of writedowns 
on non-U.S. exposure. Similar to continental 
Europe, U.K. banks suffer 45 percent of write-
downs on nondomestic assets. For banks in Asia, 
potential writedowns on U.S. assets (35 percent) 
are higher in dollar terms than on any other 
regional exposure. In each region, the contri-
bution of potential writedowns from loans and 
securities is roughly the same in dollar terms, 
but implied loss rates are somewhat higher on 
securities, reflecting more pronounced market 
concerns about potential cash flow losses than 
related loans would suggest.
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ASSESSING THE SYSTEMIC IMPLICATIONS  
OF FINANCIAL LINKAGES

Summary

The rise in the complexity and globalization of financial services has contributed to stron-
ger interconnections or linkages. While more extensive linkages contribute to economic 
growth by smoothing credit allocation and allowing greater risk diversification, they also 
increase the potential for disruptions to spread swiftly across markets and borders. In 

addition, financial complexity has enabled risk transfers that were not fully recognized by finan-
cial regulators or by institutions themselves, complicating the assessment of counterparty risk, risk 
management, and policy responses. Thus the importance of assessing the systemic implications of 
financial linkages.

The current crisis has highlighted how systemic linkages can arise not just from financial institu-
tions’ solvency concerns but also from liquidity squeezes and other stress events. This chapter 
illustrates the type of methodologies that can provide some prospective metrics to facilitate discus-
sions on systemic linkages and, specifically, the “too-connected-to-fail” problem, thereby contribut-
ing to enhanced systemically focused surveillance and regulation. By contrast, Chapter 3 presents 
other methodologies that examine systemic risk by looking at the conditions under which finan-
cial institutions experience simultaneous stressful events.

This chapter presents four complementary approaches to assess direct and indirect financial sec-
tor systemic linkages:

•	The	network	approach,	which	tracks	the	reverberation	of	a	credit	event	or	liquidity	squeeze	
throughout the banking system via direct linkages in the interbank market;

•	The	co-risk	model,	which	exploits	market	data	to	assess	systemic	linkages	among	financial	
institutions under extreme events;

•	The	distress	dependence	matrix,	which	examines	pairs	of	institutions’	probabilities	of	distress,	
taking into account a set of other institutions; and

•	The	default	intensity	model,	which	measures	the	probability	of	failures	of	a	large	fraction	of	
financial institutions due to both direct and indirect systemic linkages.

The chapter argues that, although each approach by itself has its limitations, together they repre-
sent a set of valuable surveillance tools and can form the basis for policies to address the too-
connected-to-fail problem. More specifically, this chapter assists policymakers in two areas under 
current discussion:

•	Perimeter	of	regulation.	To	maintain	an	effective	perimeter	of	prudential	regulation	with-
out stifling innovation, the tools provided in the chapter could help address questions such 
as whether to limit an institution’s exposures, the desirability of capital surcharges based on 
systemic linkages, and the merits of additional liquidity regulations.

•	Information	gaps.	The	chapter	also	discusses	the	importance	of	filling	existing	information	
gaps on cross-market, cross-currency, and cross-country linkages to refine analyses of systemic 
linkages. Closing information gaps would require improved data collection procedures and 
impose additional demands on financial institutions, but would be a far better alternative to 
waiting until a crisis ensues to obtain information as events unfold.
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The expansion of large complex finan-
cial institutions that transcend national 
boundaries and engage in such activi-
ties as extensive interbank contracts, 

over-the-counter derivatives contracts, equity, 
bond, and syndicated loan issuance, and trading 
activities globally has led to stronger intercon-
nections, innovation, and growth. While tighter 
interdependencies can increase the efficiency of 
the global financial system by smoothing credit 
allocation and risk diversification, they have also 
increased the potential for cross-market and 
cross-border disruptions to spread swiftly. In 
addition, financial innovations have enabled risk 
transfers that were not fully recognized by finan-
cial regulators and institutions themselves, and 
have complicated the assessment of counterparty 
risk, risk management, and policy responses.

Although linkages across institutions have 
traditionally focused on solvency concerns, the 
current crisis reminds us of the relevance of 
liquidity spillovers, specifically that (1) intercon-
nectedness means difficulties in rolling over 
liabilities may spill over to the financial system 
as a whole; and that (2) rollover risk associated 
with short-term liabilities is present not only in 
the banking sector but, equally importantly, in 
the nonbank financial sector.

Thus, it is essential to improve our under-
standing and monitoring of direct and indi-
rect financial systemic linkages, including by 
strengthening techniques to assess systemic link-
ages, and thereby contribute to making systemic-
focused supervision feasible. The goal is clear: 
we must lessen the risk that institutions become 
too connected to fail.1

Note: This chapter was written by Jorge Chan-Lau, 
Marco A. Espinosa-Vega (team leader), Kay Giesecke, 
and Juan Solé. The authors would like to thank, without 
implicating, Art Rolnick and Ken Singleton for very 
useful discussions and comments, and Baeho Kim for out-
standing research assistance and programming, and Caro-
lyne Spackman for excellent data analysis. The authors 
thank e-MID, the Bank for International Settlements, and 
Moody’s for access to their data.

1See Haldane (2009), Brunnermeier and others 
(2009), and Stern and Feldman (2004) for further discus-
sions on the topic. 

This chapter presents four complementary 
approaches to assess financial sector systemic 
linkages and focuses on this definition of sys-
temic risk:2

•	 The	network	approach. This approach relies 
primarily on institutional data to assess net-
work externalities.3 Network analysis, which 
can track the reverberation of a credit event 
or liquidity squeeze throughout the system, 
can provide important measures of financial 
institutions’ resilience to the domino effects 
triggered by financial distress.

•	 The	co-risk	model. This methodology draws from 
market data, but focuses on assessing systemic 
linkages at an institutional level. Such linkages 
may arise from common risk factors such as simi-
lar business models or common accounting/ 
valuation practices across institutions.

•	 The	distress	dependence	matrix. This matrix is 
based on market data, but instead of looking 
at bilateral relationships as above, the pairwise 
conditional probabilities of distress presented 
are estimated using a composite time-varying 
multivariate distribution that captures linear 
(correlation) and nonlinear interdependence 
among a set of financial institutions.

•	 The	default	intensity	model. Based on historical 
default data, this methodology focuses on the 
time-series properties of banking default data 
to assess systemic linkages. It measures the 
probability of failures of a large fraction of 
financial institutions (default clustering) due 
to both direct and indirect systemic linkages.
Each approach by itself has considerable 

limitations, but together the approaches provide 
an important set of surveillance tools and the 
basis for policies to address the too-connected-
to-fail problem, one of the most pervasive ways 

2See Chapter 3 for alternative concepts and measures 
of systemic risk.

3Given that we were unable to obtain disaggregated 
data on institutions’ bilateral exposures, the illustration 
here of network analysis exploits historical aggregated 
data on banking systems. Thus, the results of the network 
analysis are intended to provide an illustration of this 
technique, rather than a pronouncement about the spe-
cific banking systems considered.
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in which systemic risk manifests itself.4 More spe-
cifically, this chapter helps to inform policymak-
ers in three areas: assessing direct and indirect 
spillovers under extreme (tail) events; identify-
ing information gaps to improve the precision 
of this analysis; and providing concrete metrics 
to assist in the reexamination of the perimeter 
of regulation.

The chapter also discusses the importance of 
filling existing information gaps on cross-market, 
cross-currency, and cross-country linkages. Clos-
ing information gaps would require, among 
other things, additional disclosures; access to 
micro-prudential data from supervisors (where 
these are institutionally separated from the 
authorities responsible for financial stability); 
more intensive contacts with private market 
participants; improving the comparability of 
cross-country data; more frequent updates of 
monitored financial variables; and improved 
information-sharing on a regular and ad hoc 
basis. Although these measures could impose 
additional demands on financial institutions, 
they are a far better alternative to waiting until 
a crisis ensues and having to scramble to obtain 
information as events unfold. It has become 
clear during the current crisis that much greater 
transparency on cross-institution and cross- 
market exposures was needed ex ante. Fur-
thermore, globalization means that it is almost 
impossible for a country, by itself, to undertake 
effective surveillance of potentially systemic 
linkages. Therefore, enhancing our understand-
ing and monitoring of global systemic linkages 
requires strong information-sharing agreements.

Because of difficulties in obtaining more 
disaggregated information at this stage, the 
chapter cannot make predictions about specific 
institutions or countries with important systemic 
linkages. The goal is not to provide benchmark 
figures of systemic linkages or to make fore-

4This is precisely the type of approach Stern (2008) 
suggests: policymakers should more carefully consider 
information on systemic linkages ex ante in order to 
reduce the uncertainty they face when a large financial 
institution fails and to evaluate alternative response to 
such failures ex ante and ex post.

casts about future developments. Rather, its 
key goal is to present methodologies that will 
enable inferences to be drawn about extreme 
tail events, such as the current crisis, and that 
can also provide a set of concrete metrics that 
could be used by the authorities before they can 
start any meaningful discussions, both domesti-
cally and globally, on the too-connected-to-fail 
problem.

The chapter also presents a brief overview of 
how some central banks assess systemic link-
ages, including by exploiting methodologies 
similar to those illustrated in this chapter. These 
methodologies are gaining traction in financial 
stability discussions, despite handicaps central 
banks have faced due to some important data 
limitations.

Four Methods of Assessing Systemic 
Linkages

This section presents four complementary 
approaches to assess financial sector systemic 
linkages: the network approach, which tracks the 
reverberation of a credit event or liquidity 
squeeze throughout the financial system; the 
co-risk model, which exploits market data to assess 
systemic linkages at an institution-by-institution 
level, conditioning on other economic informa-
tion; the distress dependence matrix, which provides 
conditional probabilities of distress between two 
institutions taking account of their relation with 
other institutions; and the default intensity model, 
which measures the probability of failure of a 
large fraction of financial institutions (default 
clustering) due to both direct and indirect sys-
temic linkages (Table 2.1).

The Network Approach

The recent financial crisis has underscored 
the notion that to ensure the stability of a 
financial system, it is not enough to focus on the 
safety and soundness of each particular institu-
tion. It is also necessary to account for the effect 
of the institution’s linkages to other institutions, 
as actions geared to enhancing the soundness of 
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a particular institution may undermine the sta-
bility of the system as a whole. This is the case, 
for instance, when a fire sale of assets during a 
liquidity squeeze triggers spillovers across the 
whole financial system. The case of Northern 
Rock illustrates how a medium-sized institution 
faced with a liquidity squeeze can trigger nega-
tive network externalities.

Policymakers and regulators worldwide have 
become aware of the importance of proactively 
tracking potential systemic linkages. As pointed 

out in Allen and Babus (2008), for instance, 
network analysis is a natural candidate to aid 
with this challenge, as it allows the regulator 
to see beyond the immediate “point of impact” 
by tracking several rounds of spillovers likely to 
arise from direct financial linkages.5

5See Upper (2007) for an insightful survey of the 
network literature. While most of the network literature 
referenced in this chapter is of an applied nature, see 
Allen and Gale (2000) and Freixas, Parigir, and Rochet 
(2000) for some theoretical underpinnings of the 

Table 2.1. Taxonomy of Financial Linkages Models

 Network Simulations1 Default Intensity Model2 Co-Risk Analysis3

Time-Varying 
Multivariate Density, 
Distress Dependence, 
and Tail Risk4

Implemented/ 
Calibrated  
using

Bank for International 
Settlements cross-border 
interbank exposures data.

Default data from 
Moody’s Default Risk 
Service.

Five-year individual CDS 
spreads of financial 
institutions.

Individual CDS-PoDs 
and/or stock prices.5

Outputs (1) Provides metric on 
domino effect induced 
by alternative distress 
events; (2) Identifies 
systemic linkages and 
vulnerable countries/
institutions; (3) Quantifies 
potential capital losses 
at country/institutional 
level; and (4) Can track 
potential contagion paths.

(1) Provides metric of 
potential banking failures 
due to direct and indirect  
systemic linkages; and 
(2) Provides probability 
measure of tail events.

(1) Estimates of 
unconditional and 
conditional credit risk 
measures for different 
quantiles (or “risk 
regimes”); and  
(2) Estimates of the 
effect on conditional 
credit risk induced by 
“source” institutions 
on “locus” institutions 
during stress regimes.

(1) Recovers 
multivariate density 
and thus common 
distress in the system: 
JPoD, BSI; (2) Distress 
dependence matrix; 
and (3) Probability 
of cascade effects 
triggered by a particular 
financial institution.

Advantages (1) Allows identification 
of most systemic and 
vulnerable institutions 
within a system; and  
(2) Can be used to 
elaborate “risk maps” of 
contagion effects.

(1) Captures effects 
of direct and indirect 
linkages among financial 
institutions, as well as 
the regime-dependent 
behavior of their default 
rates; and (2) Very good 
predictive power.

(1) Captures institutions’ 
codependence risk 
from direct and indirect 
linkages; and (2) Can be 
used to elaborate “risk 
maps.”

(1) Able to use other 
PoDs; (2) Multiple 
outputs; (3) Includes 
linear and nonlinear 
dependence; and 
(4) Endogenous 
time-varying distress 
dependence.

Shortcomings (1) Requires data on inter-
institution exposures; and 
(2) Static modeling of 
institutional behavior.

Reduced form model. Usefulness is 
undermined by factors 
that affect market 
efficiency.

CDS may overstate 
objective default 
probabilities.

Source: IMF staff.
Note: BSI = bank stability index; CDS = credit default swap; JPoD = joint probability of distress; PoD = probability of default. 
1Chan-Lau, Espinosa, and Solé (2009a).
2Giesecke and Kim (2009).
3Chan-Lau, Espinosa, and Solé (2009b).
4Chan-Lau, Espinosa, and Solé (2009b); and Segoviano and Goodhart (2009). See also the section in Chapter 3 entitled “Market 

Perceptions of Risks of Financial Institutions.”
5Model can use PoDs estimated from alternative methods, not only CDS spreads.



77

foUR METhodS of ASSESSIng SYSTEMIC lInkAgES

The starting point of any network analysis is 
the construction of a matrix of inter-institution 
exposures that includes gross exposures among 
financial institutions (domestically or cross-
country). The main difficulties in creating a 
comprehensive, cross-border matrix include the 
fact that data may only be available to national 
supervisors and that some of the information is 
not collected or published on a systematic basis.6 
For instance, although banks typically report 
broad exposures to other institutions or coun-
tries, data on bilateral exposures are not publicly 
available and may be disclosed exclusively to 
financial regulators, and only upon request. In 
order to circumvent these limitations, research-
ers have often complemented the available data 
with interpolations or estimations by different 
methods.7 Once an exposure matrix is in place, 
analysts simulate shocks to specific institutions 
and track the domino effect on other institu-
tions in the network, as shown in Figure 2.1.

A Simple Interbank Exposure Model

To illustrate how network analysis is deployed 
to assess potential systemic interbank linkages, 
this chapter considers two shocks: (1) a credit 
event in which the initial default by an institution 
may trigger additional rounds of defaults, and (2) 
a credit-plus-funding event in which the default 

network approach. In addition, Nier and others (2007) 
apply network theory to study contagion risk in simulated 
banking systems.

6It is for this reason that this literature has often 
developed at central banks and has focused on their 
respective domestic banking systems. See, for example, 
Boss and others (2004) and Elsinger, Lehar, and Sum-
mer (2006) for Austria; Degryse and Nguyen (2007) for 
Belgium; Furfine (2003) for the United States; Márquez-
Diez-Canedo and Martínez-Jaramillo (2007) for Mexico; 
Memmel and Stein (2008) and Upper and Worms (2004) 
for Germany; Sheldon and Maurer (1998) and Müller 
(2006) for Switzerland; and Wells (2002) for the United 
Kingdom.

7Typically, researchers take as given a bank’s total 
assets and liabilities in the interbank market, and assume 
that the bank spreads its interbank activities as evenly as 
possible among the rest of the institutions (in techni-
cal terms, this is known as maximizing the entropy of a 
bank’s interbank positions). See Wells (2002) and Upper 
(2007) for discussions on estimating bilateral exposures.

of an institution also causes a liquidity squeeze 
to those institutions funded by the defaulting 
institution (i.e., the credit shock is compounded 
by a funding shock). (See Box 2.1 for a detailed 
explanation of the simulation methodology).

Because individual institution exposure data 
are not available to the International Monetary 
Fund (IMF), the chapter uses cross-country bilat-
eral exposures published in the Bank for Interna-
tional Settlements’ (BIS) International Banking 
Statistics database for March 2008, which reflects 
the consolidated foreign exposures of BIS report-
ing banks.8,9 The BIS compiles these data in 
two formats: (1) on an immediate borrower basis, 
and (2) on an ultimate risk basis. The former 
are consolidated by residency of the immediate 
borrower, whereas the latter are consolidated by 
residency of the ultimate obligor (i.e., the party 
that is ultimately responsible for the obligation 
in case the immediate borrower defaults).10 We 
restrict our analysis to aggregate interbank credit 
exposures with a special focus on immediate bor-
rower basis data for March 2008.11

8Unfortunately, it was not possible to obtain a complete 
set of bilateral exposures between developed and emerg-
ing markets, and thus we were unable to analyze the feed-
back effects between developed and emerging markets. 
Countries for which a complete set of bilateral exposures 
was obtained are Australia, Austria, Belgium, Canada, 
France, Germany, Ireland, Italy, Japan, the Netherlands, 
Portugal, Spain, Sweden, Switzerland, United Kingdom, 
and United States.

9Hattori and Suda (2007) also use BIS data to study 
the network topology of the international banking system 
from a historical perspective. However, their study does 
not assess contagion patterns.

10See McGuire and Wooldridge (2005) for a detailed 
description of these data, and McGuire and Tarashev 
(2008) for applications of the BIS statistics to monitor the 
international banking system.

11The analysis was also carried out using ultimate risk 
basis data, which aggregates credit risk transfers. The 
results obtained with these data are qualitatively similar 
to those obtained using immediate borrower basis data. 
However, using ultimate risk basis data for network 
simulations raises the question of how to treat the risk 
transfers of failed institutions. In other words, after each 
round of failures, the risk transfers present in the data 
may become moot, as the counterparty may be among 
the failed institutions. Thus, disaggregated data on risk 
transfers at an individual level would be required to con-
duct this exercise, and it is left for further research.
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Credit Shock and Transmission

To illustrate the analysis of a credit shock 
using network analysis, the chapter simulates the 
individual default (one-at-a-time) of each coun-
try’s cross-border interbank claims and then 
tracks the domino effects triggered by this event. 
For simplicity, it is assumed that a country’s 
banking losses are fully absorbed by its capital, 
and a country’s banking sector is said to fail 
when its collective (aggregate) capital is not suf-
ficient to fully cover the losses incurred under 
default of its cross-border interbank losses.

It is important to emphasize that this hypo-
thetical experiment envisioning a country’s 
banking system defaulting on its foreign 
exposures is extreme and highly unlikely.12 In 
addition, the experiment does not consider risk 
transfers among banking sectors due to lack of 
data, and also because accounting for this pro-

12Given the lack of data disaggregated at an institu-
tional level, for illustration purposes the simulations treat 
each banking system as a single institution. A possible 
extension is to assume that only a fraction of the banking 
system defaults.
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tection properly would require an analysis of the 
underlying counterparty risks, which is beyond 
the scope of this chapter. The main objective 
of this exercise is to provide an illustration of 
the value of network analysis for surveillance 
purposes; the analysis of further hypotheti-
cal experiments, with perhaps more realistic 
assumptions, is left for future work.

Simulation 1 Results

The first simulation focuses on the transmis-
sion of a pure credit shock assuming that all 
institutions are able to roll over their funding 
needs.13 The results of these simulations are 
reported in Table 2.2. It is important to high-
light that in addition to identifying potential 
failures, network analysis also helps in estimating 
the amount of capital losses after all aftershocks 
have taken place. Not surprisingly, given the 
size of the U.K. and U.S. banking sectors, what 
emerges from this exercise is that those two 
banking systems are the largest systemic players. 
As of March 2008, the hypothetical default of 
the U.K. and the U.S. systems on their interbank 
foreign claims would have led to losses—after 
all contagion rounds—of 44.6 and 80 percent, 
respectively, of the combined capital in our uni-
verse of banking systems.

The second and third columns in Table 2.2 
indicate the number of induced failures and 
the number of contagion rounds (the after-
shocks) triggered by each hypothetical failure. 
The failure of the U.K. banking system would 
trigger the downfall of seven additional bank-
ing systems in three rounds of contagion (see 
also Figure 2.2). Similarly, the failure of the U.S. 
banking system would trigger the failure of 10 

13The simulations assume that the loss-given-default 
parameter equals 100 percent on impact. That is, when 
the credit event first materializes, banks are unable to 
recover any of their loans, as it takes time for secondary 
(and distress-debt) markets to price recently defaulted 
instruments. Thus, the simulation results should be inter-
preted as the on-impact transmission of systemic instabil-
ity. In a similar vein, Wells (2002) argues that network 
studies should consider higher loss-given-default estimates 
than it is typically assumed, as banks typically face sub-
stantial uncertainty over recovery rates in the short run.
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additional banking systems in four rounds of 
contagion (Figure 2.2).

Interestingly, even when domino effects do not 
lead to systemic failures, network analysis pro-
vides a measure of the degree to which a finan-
cial system will be weakened by the transmission 
of financial distress across institutions (Table 2.3). 
For instance, an initial failure of Germany would 
produce a projected capital loss to Australian 
banks of only 0.2 percent of their initial capital, 
whereas the projected loss for Sweden would 
amount to 103 percent of initial capital, thus driv-
ing Swedish banks to hypothetical default.

The analysis can also help identify “vulner-
able” spots. For example, while the United King-
dom and United States were identified as the 

most systemic systems (i.e., triggering the largest 
number of contagion rounds and highest capital 
losses), Belgium, the Netherlands, Sweden, and 
Switzerland are the banking systems with the 
highest hazard rates, defined as the number of 
times a banking system would have hypothetically 
failed (Table 2.2 and Figure 2.3).14 In other 
words, the banking systems of these countries 
are severely affected in at least three of the 15 
simulations in which they were not the trigger.

14This result is in line with the findings in Degryse 
and Nguyen (2007) and Manna (2004), who report that, 
among the euro area countries, Belgium and the Neth-
erlands had some of the largest cross-border interbank 
deposits (around 30 percent for the Netherlands, and 
over 50 percent for Belgium).

This box outlines the mechanics of the simulations 
of credit and liquidity shocks in the network model. 

To assess the potential systemic implica-
tions of interbank linkages, a network of N 
institutions is considered. The analysis starts 
with the following stylized balance sheet 
identity of a financial institution:

where xji stands for bank i loans to bank j, ai 
stands for bank i’s other assets, ki stands for 
bank i’s capital, bi are long-term and short-
term borrowing (excluding interbank loans), 
xij stands for bank i borrowing from bank j, 
and di stands for deposits.

To analyze the effects of a credit shock, the 
chapter simulates the individual default of each 
one of the N institutions in the network, and 
then tracks the domino effects resulting from 
each specific failure. More specifically, for 

different assumptions of loss given default 
(denoted by the parameter λ), it is assumed that 
bank i’s capital absorbs the losses on impact, and 
then we track the sequence of defaults triggered 
by this event. For instance, after taking into 
account the initial credit loss stemming from the 
default of institution h, the baseline balance 
sheet identity of bank i becomes:  

and bank i is said to fail when its capital is 

 
∑jxji + ai = ki + bi +di + ∑jxij , 

ai + ∑jxji – λxhi = (ki – λxhi) + bi + di + ∑jxij

Box 2.1. Network Simulations of Credit and Liquidity Shocks

Note: Juan Solé prepared this box. For more details 
on the network model and the simulation algorithm, 
see Chan-Lau, Espinosa, and Solé (2009a).
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As illustrated in Figure 2.4, an additional 
advantage of network simulations is that the 
path of contagion can be tracked. Consider the 
case of a hypothetical default of the U.K.’s cross-
border interbank loans. Figure 2.4 features the 
ensuing contagion path. The exercise shows that 
Belgium, Ireland, the Netherlands, and Switzer-
land are affected in the first round. The combi-
nation of these five defaults is systemic enough 
to bring down Germany in the second round of 
contagion. Notice that although Germany was 
able to survive the initial U.K. failure, it is not 
capable of resisting the combined hypotheti-
cal failure of these five banking systems. By the 
third and final round, France would have also 
become a casualty.

Credit-and-Funding Shock and Transmission

Under the credit-and-funding shock scenario, 
it is assumed that institutions are unable to 
replace all the funding previously granted by 
the defaulted institutions, thus triggering a fire 
sale of assets.15 The extent to which a bank is 
able to replace an unforeseen drop in interbank 
funding will depend on liquidity conditions in 
the money market. During the present crisis, for 
instance, complexity and opacity in interbank 
activities have made banks reluctant to support 
troubled counterparties or institutions perceived 
to be going through similar events, even if they 

15Furfine (2003), Nier and others (2007), and Müller 
(2006) also analyze liquidity shocks.

insufficient to fully cover its losses (i.e., when ki 

– λxhi<0), (these losses are depicted in light 
green in the figure).1

To analyze the effects of a credit-and-fund-
ing shock scenario, it is assumed that institu-
tions are unable to replace all the funding 
previously granted by the defaulted institu-
tions, which, in turn, triggers a fire sale of 

1Subsequent rounds in the algorithm take into 
account the losses stemming from all failed institu-
tions up to that point.

assets. Thus, we study the situation where 
bank i is able to replace only a fraction (1 – 
ρ) of the lost funding from bank h, and its 
assets trade at a discount (i.e., their market 
value is less that their book value), so that 
bank i is forced to sell assets worth (1 + δ) 
ρxih in book value terms.2 The chapter 
assumes that the funding-shortfall-induced 
loss, δρxih , is absorbed by bank i’s capital 
(figure). Thus, the new balance sheet identity 
for institution i is given by

In closing, network analysis allows assessment 
of the domino effects of different types of shocks 
throughout the network of financial institutions.

2An alternative way to see this is the following. Let 
ρx be the amount of funding that cannot be replaced. 
Let ρ1 be the current market price for assets and let 
y be the quantity of assets sold. That is, ρ1y = ρx. Sup-
pose that these assets had been bought at a higher 
price ρ0 thus ρx = ρ1y< ρ0y ≡ ρx(1+δ). Hence, it is pos-
sible to find a relationship between the parameter δ 
and the change in asset prices: δ = (p0 – p1)/p1, i.e., δ 
is a parameter reflecting the degree of distress in asset 
markets. Higher δ reflects higher distress in markets.

ai + ∑jxj − (1+ δ) ρxih = (kj − δρxih) +  
bi + di + ∑jxij − ρxih
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Figure 2.3. Network Analysis: Country-by-Country 
Vulnerability Level
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were not. Interbank operations are typically 
undertaken under the assumption of abundant 
instantaneous liquidity in money and capital 
markets. However, when liquidity is tight and in 
the absence of alternative sources of funding, 
a bank may be forced to sell part of its assets in 
order to restore its balance sheet identity. The 
chapter studies the situation where a banking 
system is able to replace only a fraction of the 
lost funding and its assets trade at a discount 
(i.e., their market value is less than their book 
value), so that a bank is forced to sell assets with 
higher book value than market value.16

Under this scenario, a financial institution’s 
vulnerability not only stems from its direct credit 
exposures to other institutions, but also from 
its inability to roll over (part of) its funding in 
the interbank market, having to sell assets at a 
discount in order to reestablish its balance sheet 
identity.

Simulation 2 Results

This simulation considers the effects of a 
joint credit and liquidity shock assuming a 
50 percent haircut in the fire sale of assets and 
a 65 percent rollover ratio of interbank debt 
(Table 2.4). The simulation is meant to rep-
resent, in an admittedly stylized fashion, the 
liquidity squeeze that followed the credit event 
that the subprime mortgage market problems 
in the United States represented. Consider-
ing scenarios that compound different types of 
distress allows regulators to identify new sources 
of systemic risk that were previously undetected. 
Notice, for instance, that in our simulations, the 
combination of shocks increases the systemic 
role played by France as a provider of liquidity 

16Indirect linkages among financial institutions may 
arise when banks hold the same type of asset in their 
balance sheets. These linkages can represent an impor-
tant source of systemic risk, as the forced sale of assets 
by some institutions may trigger a decline in the market 
value of the other institutions’ portfolios. Models with 
this type of portfolio linkages can be found, for instance, 
in Cifuentes, Shin, and Ferrucci (2005); Elsinger, Lehar, 
and Summer (2006); Lagunoff and Schreft (2001); and 
de Vries (2005). The next section illustrates a methodol-
ogy to study indirect linkages.
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Table 2.2. Simulation 1 Results (Credit Channel)

Country

Failed Capital  
(in percent of  
total capital) Induced Failures Contagion Rounds Absolute Hazard1 Hazard Rate2

Australia 0.9 0 0 0 0.0
Austria 1.7 0 0 0 0.0
Belgium 1.5 0 0 3 20.0
Canada 2.0 0 0 1 6.7
France 9.2 0 0 2 13.3
Germany 9.9 1 1 2 13.3
Ireland 1.8 0 0 2 13.3
Italy 8.2 0 0 0 0.0
Japan 8.1 0 0 1 6.7
Netherlands 4.2 1 1 2 13.3
Portugal 1.0 0 0 0 0.0
Spain 7.8 0 0 0 0.0
Sweden 0.6 0 0 3 20.0
Switzerland 1.6 0 0 2 13.3
United Kingdom 44.6 7 3 1 6.7
United States 80.3 10 4 0 0.0

Source: IMF staff calculations.
1Number of simulations in which that particular country fails.
2Percentage of failures as a percent of the number of simulations conducted.
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Table 2.3. Post-Simulation 1 Capital Losses
(Capital impairment in percent of pre-shock capital)

Australia Austria Belgium Canada France Germany Ireland Italy Japan Netherlands Portugal Spain Sweden Switzerland
United 

Kingdom
United 
States

Trigger 
Country
Australia –1.7 –5.1 –8.1 –5.6 –5.5 –4.4 –0.2 –6.1 –29.3 –0.4 –0.4 –5.2 –14.7 –8.0 –1.7
Austria –0.5 –6.2 –1.0 –3.2 –11.0 –3.6 –13.3 –0.9 –3.4 –0.8 –0.5 –2.7 –10.0 –0.6 –0.2
Belgium –3.4 –2.3  –1.9 –11.8 –5.1 –4.6 –1.7 –2.6 –45.4 –1.2 –1.7 –5.9 –11.5 –2.1 –0.7
Canada 0.0 –0.8 –3.6 –3.0 –3.9 –5.7 –0.2 –4.6 –12.3 –0.3 –0.2 –2.8 –10.7 0.0 –2.0
France –8.6 –6.8 –78.5 –4.6  –23.0 –13.5 –6.8 –10.9 –57.6 –5.0 –6.6 –13.8 –61.0 –14.0 –2.5
Germany –0.2 –33.5 –57.7 –6.6 –27.8  –26.6 –42.7 –16.4 –67.3 –6.2 –6.2 –103.0 –53.7 –7.8 –4.0
Ireland –4.8 –4.9 –66.3 –7.5 –8.7 –20.2  –3.3 –4.1 –14.8 –3.7 –2.4 –6.9 –15.5 –10.7 –1.2
Italy 0.0 –14.2 –30.6 –1.4 –48.0 –23.7 –24.5  –5.6 –47.2 –4.2 –4.7 –4.1 –17.8 –4.3 –1.1
Japan 0.0 –0.2 –2.2 –2.0 –21.4 –9.0 –10.0 –0.5  –17.2 –0.1 –0.1 –0.7 –81.7 –6.0 –4.0
Netherlands –8.3 –11.8 –154.3 –5.3 –25.9 –21.1 –13.7 –5.4 –9.0  –5.2 –8.4 –18.9 –36.8 –7.5 –2.8
Portugal 0.0 –1.4 –5.5 –0.2 –3.1 –4.5 –2.3 –0.8 –0.3 –4.8  –8.8 –0.9 –2.3 –1.0 –0.1
Spain –1.5 –4.2 –27.3 –1.6 –19.4 –27.8 –16.6 –3.2 –3.3 –38.8 –25.3  –11.9 –10.2 –6.3 –1.4
Sweden –0.2 –0.7 –2.1 –0.8 –1.9 –3.8 –2.8 –0.2 –1.4 –4.4 –0.3 –0.3  –5.5 –1.0 –0.4
Switzerland –1.9 –5.7 –11.5 –1.1 –5.9 –6.6 –1.8 –1.8 –2.0 –7.1 –1.9 –0.8 –4.9  –1.5 –0.7
United 

Kingdom –23.7 –79.6 –497.7 –72.2 –118.1 –152.8 –187.3 –70.5 –63.3 –302.5 –31.1 –60.4 –225.9 –352.1  –22.2
United 

States –23.7 –92.2 –604.6 –254.3 –213.7 –237.6 –257.3  –76.7 –148.4 –469.8 –38.4 –73.5 –288.9 –952.0 –105.9  

Source: IMF staff calculations.

in addition to its importance as a recipient of 
funding: France now induces three hypothetical 
defaults compared with none under the credit 
shock scenario. Similarly, the United Kingdom 
and the United States substantially increase their 
systemic profile.

Notice also that the addition of the funding 
channel significantly raises the vulnerability of 
all banking systems, as measured by the hazard 

rate. This fact may help explain why numerous 
studies in the network literature—which focus 
mostly on credit events—have found little source 
of concern for the systemic effects resulting 
from hypothetical credit events. Explicitly quan-
tifying the implications of a liquidity squeeze 
can alter the picture on systemic failures. For 
example, in our simulations, the hazard rate for 
most countries increases several fold. Table 2.5 
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Panel 1 (trigger failure)

Figure 2.4. Network Analysis:  Contagion Path Triggered by the U.K. Failure

Affected Countries: United Kingdom
Panel 2 (1st contagion round)

Affected Countries: United Kingdom, Belgium, 
Ireland, Netherlands, Switzerland

Panel 3 (2nd contagion round)
Affected Countries: United Kingdom, Belgium, 

Ireland, Netherlands, Switzerland, Sweden, Germany

Panel 4 (final round)
Affected Countries: United Kingdom, Belgium, 

Ireland, Netherlands, Switzerland, Sweden, Germany, France

features the distribution of capital losses after 
all contagion rounds have taken place. The 
fact that countries may contribute to further 
contagion rounds because of their inability to 
roll over their funding needs points to the need 
to consider the merits of interconnectedness-
based liquidity charges. These potential risk-
based charges could be assessed to institutions 
shown to be weakened by hypothetical liquidity 
squeezes. These risk-based charges could also 
be used for setting up a liquidity emergency 
fund for financial institutions, as some have 
proposed.17

17Similarly, Perotti and Suarez (2009) argue that 
financial regulators should consider the establishment of 

Summing Up

Our illustration of network analysis has 
highlighted its usefulness as a surveillance tool. 
For instance, this section has shown how it 
could track the reverberation of a credit event 
and a liquidity squeeze throughout the system. 
To be sure, the unfolding of a crisis will be a 
function of institutions’ reactions and policy 
responses that could halt spillovers. Though 
not trivial, these elements can be added to the 
analysis going forward. Furthermore, although 
the chapter relied on aggregate BIS country 

mandatory liquidity charges to be paid to a regulator who 
is able to provide emergency funding and capital during 
a crisis.
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Table 2.4. Simulation 2 Results (Credit and Funding Channel)

Country

Failed Capital  
(in percent of  
total capital) Induced Failures Contagion Rounds Absolute Hazard1 Hazard Rate2

Australia 0.94 0 0 2 13.3
Austria 1.69 0 0 2 13.3
Belgium 1.48 0 0 4 26.7
Canada 2.00 0 0 2 13.3
France 15.02 3 3 2 13.3
Germany 9.89 1 1 2 13.3
Ireland 1.85 0 0 2 13.3
Italy 8.20 0 0 2 13.3
Japan 8.13 0 0 2 13.3
Netherlands 4.17 1 1 3 20.0
Portugal 1.03 0 0 2 13.3
Spain 7.84 0 0 2 13.3
Sweden 0.65 0 0 3 20.0
Switzerland 1.62 0 0 3 20.0
United Kingdom 100.00 15 5 1 6.7
United States 100.00 15 5 1 6.7

Source: IMF staff calculations.
1Number of simulations in which that particular country fails.
2Percentage of failures as a percent of the number of simulations conducted.
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Table 2.5. Post-Simulation 2 Capital Losses
(Capital impairment in percent of pre-shock capital)

Australia Austria Belgium Canada France Germany Ireland Italy Japan Netherlands Portugal Spain Sweden Switzerland
United 

Kingdom
United 
States

Trigger 
Country  
Australia  –1.8 –5.8 –8.1 –5.9 –5.5 –5.2 –0.2 –6.1 –29.9 –0.4 –0.4 –5.3 –15.1 –8.0 –1.7
Austria –1.6  –7.1 –1.2 –3.6 –13.1 –5.2 –14.3 –1.0 –5.5 –1.6 –0.8 –3.4 –12.1 –1.2 –0.5
Belgium –6.2 –4.2  –2.8 –16.2 –8.2 –23.2 –3.6 –2.7 –75.0 –3.9 –3.5 –7.5 –15.1 –5.9 –2.8
Canada –6.0 –1.2 –4.5  –3.3 –4.3 –8.5 –0.3 –4.8 –13.2 –0.4 –0.4 –3.6 –11.2 –1.8 –6.9
France –78.9 –37.4 –303.4 –25.6  –72.2 –75.1 –41.4 –38.2 –162.0 –30.2 –31.0 –60.0 –117.3 –47.4 –33.3
Germany –20.4 –54.9 –69.6 –13.2 –36.2  –62.9 –52.2 –20.0 –87.7 –20.4 –18.0 –121.8 –67.6 –22.9 –13.6
Ireland –7.8 –6.3 –68.3 –9.4 –9.7 –21.9  –5.2 –4.9 –17.0 –5.2 –3.8 –9.7 –16.2 –15.5 –2.5
Italy –0.6 –36.8 –33.9 –1.7 –50.2 –36.9 –29.6  –5.8 –51.1 –6.5 –5.9 –5.1 –20.9 –6.0 –1.8
Japan –18.5 –1.8 –7.1 –8.6 –24.8 –13.6 –16.3 –2.4  –24.0 –1.0 –1.3 –7.1 –85.1 –9.4 –12.9
Netherlands –40.3 –15.5 –183.3 –12.0 –36.2 –30.6 –39.8 –12.7 –11.1  –12.3 –14.8 –26.9 –44.6 –17.0 –9.9
Portugal –0.2 –1.6 –5.7 –0.3 –3.3 –4.7 –3.0 –1.0 –0.3 –5.4  –9.9 –1.1 –2.7 –1.2 –0.2
Spain –2.6 –5.0 –30.5 –1.9 –21.4 –29.6 –20.2 –4.8 –3.3 –45.5 –48.7  –13.2 –11.6 –11.8 –2.7
Sweden –1.4 –1.1 –3.0 –1.1 –2.3 –6.3 –3.7 –0.4 –1.5 –5.5 –0.5 –0.6  –6.2 –2.0 –0.9
Switzerland –10.7 –9.0 –15.9 –4.1 –9.7 –9.6 –6.5 –3.0 –7.7 –12.4 –3.2 –1.6 –9.7  –7.4 –12.0
United 

Kingdom –204.8 –178.8 –780.1 –305.8 –337.0 –366.4 –454.1 –142.4 –194.7 –708.4 –137.6 –126.8 –382.9 –1,061.8  –101.5
United 

States –204.8 –178.8 –780.1 –305.8 –337.0 –366.4 –454.1 –142.4 –194.7 –708.4 –137.6 –126.8 –382.9 –1,061.8 –189.2  

Source: IMF staff calculations.

banking data, central banks should consider 
assessing individual banking and other nonbank 
financial intermediary data to conduct this type 
of analysis. The analysis should be expanded 
to better track the systemic implications of 
liquidity squeezes such as the one witnessed in 
this crisis, since funding difficulties can occur 

before balance sheet insolvency. The analysis 
can also be expanded by simulating multiple 
initial defaults, taking into account the cur-
rency composition of cross-border lending, 
and integrating factors such as the imperfect 
integration of global money markets, heteroge-
neous resolution regimes, problems with credit 
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default swap (CDS) clearing mechanisms, and 
so on. Importantly, in this connection, when 
a crisis extends beyond one jurisdiction, the 
unraveling of defaults in multiple jurisdic-
tions may become further complicated by 
the existence of several bankruptcy regimes 
that would impose additional constraints 
and difficulties.

The Co-Risk Model

The previous subsection featured a methodol-
ogy well suited to analyze the systemic effects 
of financial institutions’ direct linkages, such as 
those typically generated in the interbank mar-
ket. However, from a financial stability and risk 
management perspective, it may be equally criti-
cal to assess direct and indirect financial link-
ages at an institutional level, which may arise 
from exposure to common risks factors such as 
the adoption of similar business models (e.g., 
similar risk management systems or portfolio 
holdings), common accounting practices across 
financial institutions, the market’s perception of 
financial institutions’ coincidence of fortunes, 
and other factors. One method to extract this 
information consists of tracking the market’s 
perception, usually reflected in securities prices, 
of how the credit risk of one institution affects 
other institutions’ credit risk. As pointed out by 
Brunnermeier and others (2009, p. 5), “It may 
be that the best way to assess the implications of 
endogenous risk is via new endogenous co-risk 
measures that measure the increase in overall 
risk after conditioning on the fact that one 
bank is in trouble.”

The data at the core of most methodologies 
that estimate for co-risk (or co-movement) in 
the credit risk of financial institutions include 
institutions’ CDS spreads, Moody’s KMV 
expected default frequencies, corporate bond 
spreads, distance-to-default measures, and the 
value-at-risk (VaR) of their trading portfolio. 
Under efficient markets, co-movement of these 
variables should convey information on both 
direct and indirect linkages across financial 
institutions.

Importantly, the co-movements of financial 
institutions’ risk measures do not exhibit a 
linear pattern. That is, they increase more than 
proportionally with the increase in the level 
of risk. Therefore, analysts rely on a number 
of nonlinear methodologies to estimate these 
co-movements.18 One such methodology is 
extreme-value theory. Because of its focus on 
extreme (or tail) realizations, this methodology 
ignores the information content of a large por-
tion of the data sample, a problem that becomes 
more acute the shorter the data sample.

This section presents an alternative to the use 
of explicit nonlinear models: quantile regression 
analysis. Most readers are familiar with standard 
regression analysis, which focuses exclusively on 
the mean relationship of the variables analyzed, 
and thus provides incomplete information about 
what transpires under distress periods (which, 
by definition, represent large deviations from 
the mean of the conditional distribution to a 
higher quantile (percentile). Quantile regres-
sion permits a more accurate estimation of the 
co-movements of financial institutions’ risk fac-
tors (or co-risk estimates), taking into account 
their nonlinear relationship, according to the 
methodology described in Box 2.2.19

The data for this analysis were compiled for 
the period from July 1, 2003 to September 12, 
2008 and consist of daily five-year-maturity CDS 
spreads.20 Intuitively, when an institution’s CDS 
spreads are in their 5th quantile (the left tail of 
their distribution), this suggests that these insti-
tutions are experiencing an extremely benign 
regime, and when the CDS spreads are at their 
95th quantile (the right tail of their distribu-
tion), this suggests a distress regime. The U.S. 
institutions analyzed are AIG, Bank of America, 
Bear Stearns, Citigroup, Goldman Sachs, JP 

18Regime-switching estimation is an alternative method-
ology to uncover risk measure co-movements, as shown in 
Chapter 3.

19For a detailed exposition of quantile regression tech-
niques, see Koenker (2005), and for an intuitive exposi-
tion, see Koenker and Hallock (2001).

20CDS mid-price quotes were obtained from Bloomberg 
L.P. and Primark Datastream. 



87

foUR METhodS of ASSESSIng SYSTEMIC lInkAgES

This box describes a technique that examines how the 
default risk of an institution is affected by the default 
risk of another institution, after controlling for com-
mon sources of risk. 

In statistical terms, the goal is to learn f(yx,β), 
the conditional distribution of the default risk 
of  institution y, given the default risk of institu-
tions and common default risks, denoted by x and 
where θ represents a set of parameters that needs 
to be inferred. Ordinary least squares (OLS) is a 
useful technique to extract this information. How-
ever, OLS can only provide information about the 
mean relationship across institutions’ default risk. 
Because this relationship is likely to be nonlinear, 
OLS has serious limitations.

Quantile regression is an alternative to other 
nonlinear models, or nonparametric models that 
can explain the apparent “nonlinearities” in the 
data. The nonlinearities of the data are, to a large 
extent, associated with the differential response of 
the dependent variable under seemingly “differ-
ent” regimes, which can be associated with different 
quantiles. Quantile regression, first introduced by 
Koenker and Bassett (1978), extends the OLS intu-
ition beyond the estimation of the mean of the con-
ditional distribution f(yx,β). It allows the researcher 
to “slice” the conditional distribution at the quantile 
of interest, τ, and obtain the corresponding cross-
section of the conditional distribution fτ(yx,β). 

Quantile regression makes it possible to 
evaluate the response of the dependent variable 
within particular segments of the conditional 
distribution. Thus, in a quantile regression, the 
parameters are obtained by solving an optimiza-
tion program that uses the entire sample. The 
parameters are obtained from the weighted 
minimization of the sum of residuals, yi – ξ(xi ,β), 
where the weights are given by the function ρτ,

 N
min ∑ρτ(yi – ξ(xi ,β)), (1)

 
β i

where y is the dependent variable, ξ(xi,β) is a 
linear function with the parameters β associated 
with exogenous variables xi , and ρτ (.) is a function 
that assigns weights to each observation depend-

ing on the given quantile. More specifically, the 
function assigns a weight equal to the quantile 
τ if the residual is positive and a weight equal to 
τ – 1 if the residual is negative. The minimization 
can be solved using standard linear programming 
methods, and the covariance matrices are usually 
estimated using bootstrap techniques that are valid 
even if the residuals and explanatory variables are 
not independent (Koenker, 2005).

In this chapter, following Adrian and Brun-
nermeier (2008), the model specification below 
is estimated using quantile regression:

K
CDSi = aτ + ∑βτ,iRi + βτ,jCDSj ,i

where the credit default swap (CDS) spread of 
institution i, CDSi, is expressed as a function 
of the CDS spread of institution j, CDSj, after 
correcting for the effect of common aggregate 
risk factors (denoted by Rk ), such as business 
cycle indicators and market volatility for dif-
ferent quantiles (τ). Therefore, the parameter 
estimates, βτ,j, provide a measure of how firm 
j affects the credit risk of firm i (directly and 
indirectly) at different quantiles. 

Furthermore, it is also possible to use the 
quantile regression estimated for the 95th 
quantile, e.g., the quantile that is assured to 
correspond to a distress period, to estimate a 
conditional co-risk measure analogous to the 
conditional value-at-risk measure introduced by 
Adrian and Brunnermeier (2008):

Conditional CoRisk(i,j) =
                              

K

           a95 + Sβ95,iRi + β95,iCDSj(95)
                              i100 × (                                                 -1) ,                          CDSi(95) 

where CDSi(95) and CDSj are the CDS spread 
of institutions i and j corresponding to the 95th 
percentile of their empirical sample respectively, 
and a95, β95,i, and β95,j are the parameters of the 
95th quantile regression.

In closing, by using the quantile regression 
technique and the co-risk measures, the tails of 
the distributions of defaults of pairs of institu-
tions can be examined without ignoring impor-
tant data influencing this relationship.

Box 2.2. Quantile Analysis

Note: Jorge Chan-Lau prepared this box. For more 
details on the quantile regression, see Chan-Lau, Espi-
nosa, and Solé (2009b).
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Morgan, Lehman Brothers, Merrill Lynch, 
Morgan Stanley, Wachovia, and Wells Fargo; 
the European institutions are Fortis, Banque 
Nationale Paribas, Société Générale, Deutsche 
Bank, Commerzbank, BBVA, Banco Santander, 
Credit Suisse, UBS, Barclays, and HSBC; and 
the Japanese institutions are Mitsubishi, Mizuho, 
and Sumitomo.21

The set of independent variables include the 
following:

(1) A proxy for a general risk premium—
computed as the difference between the daily 
return of the S&P 500 index and the three-
month U.S. treasury bill. At least in the United 
States, there is evidence that an increase in this 
spread is associated with increases in economy-
wide default risk (see Vassalou and Xing, 2004; 
and Chan-Lau, 2007);

(2) The slope of the U.S. yield curve— 
measured as the yield spread between the 
10-year and the three-month U.S. treasury rates 
(as proxy for a business cycle indicator);

(3) A LIBOR spread—measured as the 
one-year Libor spread over one-year constant 
maturity U.S. treasury yield (the spread is usu-
ally regarded as a measure of the default risk in 
the interbank market);22

(4) A proxy for the severity of liquidity 
squeeze—measured as the yield spread between 
the three-month general collateral repo rate and 
the three-month U.S. treasury rate; and

(5) The implied volatility index (VIX) reported 
by the Chicago Board Options Exchange, a com-
mon proxy for general risk appetite.

Figure 2.5 shows a scatter plot for the CDS 
spreads of AIG and Lehman from July 2003 to 
March 14, 2008. Notice that the scatter plot 
reveals a nonlinear relationship across the CDS 
spreads, thus suggesting the need for a nonlin-
ear estimation technique such as quantile regres-
sion to extract co-risk measures. Figure 2.5 also 
presents the result of the quantile regression fit 

21For data availability reasons, slightly different institu-
tions were chosen for analysis in Chapter 3.

22The use of the three-month LIBOR-OIS (overnight 
index swap) spread results in similar outcomes.

for AIG’s CDS spread as a function of Lehman’s 
CDS spreads, controlling for aggregate risk 
factors, and for different quantile (or percen-
tile) levels, namely, the 5th quantile, the 50th 
quantile, and the 95th quantile. It is important 
to note that the codependence between the 
CDSs of AIG and Lehman Brothers, or co-risk, 
varies according to the regime. The slope of the 
quantile regression line becomes steeper the 
more distressed the regime is and indicates that 
co-risk is stronger during distress periods, a find-
ing supported by earlier empirical studies.23

Estimated quantile regressions can be 
used to calculate conditional co-risk measures, 
described in detail in Box 2.2. From a risk 
management and regulatory perspective, con-
ditional co-risk measures are more informative 
than unconditional risk measures because they 
provide a market assessment of the proportional 
increase in a firm’s credit risk induced, directly 
and indirectly, from its links to another firm. 
Furthermore, the more relevant conditional 
co-risk measures for regulatory and risk man-
agement purposes are the conditional co-risk 
measures under tail events. The measures pre-
sented here are estimated at the 95th quantile, 
which is a threshold commonly used in VaR 
analysis.

Figure 2.5 provides some intuition for how 
the conditional co-risk estimates reported in 
Table 2.6 were computed. Consider the case 
where Lehman Brothers’ CDS spread was 
293 basis points.24 Plugging this value in the 
95th quantile regression yields an estimated AIG 
CDS spread of 463 basis points. The observed 

23These studies (deVries, Hartmann, and Straet-
mans, 2001; Longin and Solnik, 2001; and Chan-Lau, 
Mathieson, and Yao, 2004) find that the co-movement 
among financial variables is stronger during distress 
periods than in normal periods. This stylized fact may be 
due to structural breaks and nonlinearities, or they may 
simply reflect interdependence (Forbes and Rigobon, 
2002). While quantile regressions are not able to identify 
what factor underlies this stylized fact, they can still quan-
tify the co-movement.

24The 95th percentile corresponds to the value of the 
observed CDS spreads such that 95 percent of the obser-
vations have lower values and 5 percent of the observa-
tions have higher values.
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Sources: Bloomberg, L.P.; Primark Datastream; and IMF staff estimates.
Note: This figure contains a scatter plot of the relationship between Lehman 

Brothers and AIG credit default swap (CDS) spreads. It also shows the quantile 
regression fit for the 5th, 50th, and 95th quantiles. In addition to information on 
CDS spread data, quantile regression estimates include the effect of additional 
common risk factors. In order to obtain a two-dimensional figure, it is necessary to 
keep these additional variables constant. Therefore, this figure is an approximate 
2-D representation of the quantile regressors.

Figure 2.5. AIG and Lehman Brothers Default
Risk Codependence

Lehman Brothers, CDS spread (in basis points)
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95th percentile CDS spread for AIG is only 
225 basis points. With these elements, condi-
tional co-risk measures can be obtained accord-
ing to the formula in Box 2.2.

A subset of institutions is presented in Tables 
2.6 and 2.7, in which the rows feature the per-
centage change in the conditional credit risk 
(i.e., increase in CDS spreads) endured by “locus” 
institutions and induced by “source” institutions 
listed in the columns, only when CDS spreads 
are high (at their 95th percent quantile). For 
instance, Table 2.6 shows that when Citigroup’s 
CDS spreads were at their 95th percent quan-
tile, this would have led to an increase of 135 
percent in Bear Stearns’ CDS spread. Similarly, 
the table shows that the credit risk of Lehman 
Brothers (listed in the sixth row in panel A) con-
ditional on the risk of Citigroup (listed in the 
third column in panel A) is 103 percent higher 
than that corresponding to the 95th percentile 
of Lehman Brothers’ own CDS distribution, as 
estimated by the quantile regression, and so on.

As mentioned earlier, this type of analysis 
represents a useful surveillance tool, as it reveals 
which institutions are perceived to be more 
connected to each other. Figure 2.6 presents a 
graphical representation of some of the results 
in Table 2.6. The numbers associated with the 
outgoing arrows state the conditional co-risk 
measure, calculated from the 95th quantile 
regression, between the source and locus institu-
tions. For instance, the risk of Bear Stearns con-
ditional on the risk of AIG is 248 percent higher 
than that corresponding to the 95th percentile 
Bear Stearn’s empirical distribution.25

Back in March 2008, these results (Figure 2.6) 
would have suggested the need for closely 
monitoring AIG, Bear Stearns, and Lehman, 
given the markets’ perception of the consider-
able extent to which these institutions were 
affected by the fortunes of many of those in the 
sample of U.S. financial institutions during tail 
events. Interestingly, Table 2.6 indicates that in 
March 2008, the conditional co-risks from AIG 

25Only conditional co-risk measures exceeding 90 per-
cent are presented in the figure.
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Figure 2.6. A Diagrammatic Depiction of Co-Risk Feedbacks
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Note: This figure presents the conditional co-risk estimates between pairs of selected financial 

institutions. Only co-risk estimates above or equal to 90 percent are depicted. See Table 2.6 for further 
information.

Bear Stearns

AIG

Morgan Stanley

Citigroup

Merrill Lynch

Bank of 
America

Lehman 
Brothers

Goldman Sachs JPMorgan 
Chase & Co.
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and Lehman to the rest of the institutions in 
the sample were, on average (excluding Bear 
Stearns), 11 and 24 percent, respectively. And 
on September 12, 2008, these estimates jumped 
to 30 and 36 percent, respectively.

The Distress Dependence Matrix

In the method above, each pair of institu-
tions is examined as a pair (conditioning on 
a set of other general variables) and then one 
institution’s co-risk measure versus each of 
the others is averaged across the sample to 
see its connection to the “system.” Another, 
more encompassing, method of examining the 
relationships between a group of institutions, 

and then focusing on pairs of institutions, 
accounts for the relationship between the 
group of institutions implicitly by estimating a 
multivariate distribution of their asset returns 
as a first step. This multivariate density can 
capture linear (correlation) and nonlinear 
interdependence among all the financial insti-
tutions (due to the direct and indirect links) 
and the changes over the economic cycle. A 
general model for doing so is discussed more 
generally in Chapter 3.26 Having obtained 

26This work was produced by Miguel Segoviano using 
methods developed in Segoviano and Goodhart (2009). 
As noted in Chapter 3, the distress dependence matrix 
is one of three complementary perspectives proposed to 
analyze financial stability. 
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Table 2.6. Conditional Co-Risk Estimates, March 2008
Bank of 
America Bear Stearns Citigroup Goldman Sachs

JPMorgan  
Chase & Co.

Lehman 
Brothers Merrill Lynch

Bank of America 28 18 6 4 3 21
Bear Stearns 154  135 117 114 158 176
Citigroup 27 29  7 13 1 32
Goldman Sachs 91 31 86  40 31 81
JPMorgan Chase & Co. 16 39 24 12  15 35
Lehman Brothers 82 27 103 52 66  80
Merrill Lynch 25 13 25 22 29 12  
Morgan Stanley 92 25 102 35 73 32 92
Wachovia 85 14 58 31 112 18 96
Wells Fargo 10 25 13 9 4 9 10
AIG 456 97 390 136 466 155 441
Commerzbank 13 63 9 –3 8 1 10
HSBC 27 41 20 20 16 16 34

Morgan Stanley Wachovia Wells Fargo AIG Commerzbank HSBC
Average 

Vulnerability

Bank of America 8 20 18 3 41 36 17
Bear Stearns 163 180 142 248 96 80 147
Citigroup 6 31 35 3 46 41 23
Goldman Sachs 23 46 90 10 29 81 53
JPMorgan Chase & Co. 21 39 30 25 45 53 29
Lehman Brothers 76 60 94 37 102 138 76
Merrill Lynch 12 23 36 16 76 74 30
Morgan Stanley 50 79 7 107 125 69
Wachovia 17  76 20 227 167 80
Wells Fargo 3 8  10 36 35 15
AIG 155 204 490  617 584 358
Commerzbank 1 5 14 –6  7 9
HSBC 14 31 30 2 22  22

Source: IMF staff calculations.
Note: Each cell in the table reports the co-risk measure corresponding to the large complex financial institutions (LCFIs) listed in the rows 

(e.g., LCFI “A”) and conditional on the LCFIs listed in the columns (e.g., LCFI “B”). The co-risk measure of A conditional on B is calculated as 
the percent difference between A’s estimated credit default swap (CDS) spread and A’s observed CDS spread at the 95th empirical percentile. 
The estimated CDS spread of A is obtained by using B’s 95th empirical percentile CDS spread as an input in the 95th quantile regression of A 
on B. For instance, the co-risk measure of 39 percent for JPMorgan Chase & Co. conditional on Bear Stearns implies that the CDS spread of 
JPMorgan Chase & Co., at its 95th percentile value, increases by 39 percent if the CDS spread of Bear Stearns is at its 95th percentile value. The 
larger the co-risk measure, the more vulnerable is LCFI A to LCFI B.

foUR METhodS of ASSESSIng SYSTEMIC lInkAgES

this joint probability distribution of distress 
across a number of institutions, it is possible 
to then “slice” this multivariate distribution to 
estimate sets of pairwise conditional prob-
abilities of distress. That is, it is possible to 
estimate the probability a financial institution 
experiencing distress conditional on another 
institution being in distress. We provide the 
collection of all such pairwise probabilities in 
the distress dependence matrix.

Table 2.8 shows the (pairwise) conditional 
probabilities of distress of the institution in 
the row, given that the institution in the col-
umn falls into distress, implicitly assuming the 
remaining institutions’ distress probabilities are 

also relevant.27 The matrix of bilateral distress 
dependencies can be computed daily to esti-
mate how conditional probabilities of distress 
evolved. Three dates are chosen: a pre-crisis 
date (July 1, 2007); a month before (August 15, 
2008); and then the day before Lehman Broth-
ers filed for bankruptcy (September 12, 2008). 
As Table 2.8 indicates, distress dependencies 
signaled that the market expected that a default 

27The methodology used to estimate these values is 
summarized in Box 3.4 in Chapter 3. See Segoviano and 
Goodhart (2009) for more details. Importantly, the bilat-
eral distress dependence takes into account the distress 
probabilities (as derived from CDS contracts) of some 15 
other financial institutions over time. 
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Table 2.7. Conditional Co-Risk Estimates, September 2008
Bank of 
America Citigroup Goldman Sachs

JPMorgan 
Chase & Co.

Lehman 
Brothers Merrill Lynch Morgan Stanley

Bank of America 9 9 11 12 13 13
Citigroup 32  12 15 24 36 19
Goldman Sachs 93 71  50 49 97 35
JPMorgan Chase & Co. 18 9 6  17 22 18
Lehman Brothers 56 58 36 66  61 68
Merrill Lynch 20 16 17 25 16  20
Morgan Stanley 70 71 22 44 36 82  
Wachovia 59 41 23 44 22 76 31
Wells Fargo 15 18 14 14 15 21 18
AIG 262 209 58 206 92 255 97
Commerzbank 48 39 32 38 50 51 59
HSBC 69 53 46 52 64 76 14

Wachovia Wells Fargo AIG Commerzbank HSBC
Average 

Vulnerability

Bank of America 16 8 13 24 19 13
Citigroup 36 31 30 11 16 24
Goldman Sachs 41 80 20 19 54 57
JPMorgan Chase & Co. 18 17 12 14 15 15
Lehman Brothers 38 53 55 73 67 56
Merrill Lynch 20 20 25 43 37 24
Morgan Stanley 40 48 14 41 50 46
Wachovia 39 35 61 60 46
Wells Fargo 17  17 21 21 18
AIG 131 255  189 215 189
Commerzbank 74 63 46  18 47
HSBC 31 30 66 21  49

Source: IMF staff calculations.
Note: Each cell in the table reports the co-risk measure corresponding to the large complex financial institutions (LCFIs) listed in the rows 

(e.g., LCFI “A”) and conditional on the LCFIs listed in the columns (e.g., LCFI “B”). The co-risk measure of A conditional on B is calculated as 
the percent difference between A’s estimated credit default swap (CDS) spread and A’s observed CDS spread at the 95th empirical percentile. 
The estimated CDS spread of A is obtained by using B’s 95th empirical percentile CDS spread as an input in the 95th quantile regression of A 
on B. For instance, the co-risk measure of 39 percent for JPMorgan Chase & Co. conditional on Bear Stearns implies that the CDS spread of 
JPMorgan Chase & Co., at its 95th percentile value, increases by 39 percent if the CDS spread of Bear Stearns is at its 95th percentile value. The 
larger the co-risk measure, the more vulnerable is LCFI A to LCFI B.

of Lehman would cause significant disruptions 
to the system. Specifically, the probability of 
default of any other bank conditional on Leh-
man falling into distress went from 22 percent 
on July 1, 2007 to 37 percent on September 
12, 2008 (column-average Lehman). A similar 
effect in the system would have been caused 
by the distress of AIG, since the probability of 
default of any other bank conditional on AIG 
falling into distress went from 20 percent on July 
1, 2007 to 34 percent on September 12, 2008 
(column-average AIG). The results also suggest 
that up to a month before the Lehman event, 
distress dependencies were already signaling 
that a default of Lehman or AIG would have 
caused significant disruptions to the system. 

This is revealed by the probability of default of 
any other bank conditional on Lehman or AIG 
falling into distress, which increased significantly 
from 41 and 30 percent, respectively, on August 
15, 2008 (column-average Lehman and AIG). 
These results are consistent with those found in 
the co-risk analysis.28

28Note that numbers in the two tables are not compara-
ble, as in Table 2.5, it represents the percentage increase 
(above the 95th quantile regression line estimate) of the 
actual CDS spread for that pair of institutions on that 
date, while in Table 2.6 it represents the implied prob-
ability of distress of an institution relative to the remain-
ing institutions on that date, given other assumptions of 
the model and the techniques involved.
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Table 2.8. Distress Dependence Matrix
(Pairwise conditional probability of distress)

July 1, 2007 Citigroup
Bank of 
America

JPMorgan 
Chase & Co. Wachovia

Washington 
Mutual

Goldman 
Sachs

Lehman 
Brothers

Merrill 
Lynch

Morgan 
Stanley AIG

Row 
Average

Citigroup 1.00 0.09 0.08 0.08 0.05 0.06 0.06 0.06 0.06 0.05 0.16
Bank of America 0.08 1.00 0.22 0.21 0.08 0.08 0.07 0.09 0.09 0.11 0.20
JPMorgan Chase & Co. 0.10 0.33 1.00 0.23 0.09 0.14 0.12 0.14 0.12 0.11 0.24
Wachovia Bank 0.08 0.27 0.20 1.00 0.08 0.08 0.07 0.08 0.08 0.10 0.20
Washington Mutual 0.14 0.25 0.18 0.20 1.00 0.10 0.10 0.13 0.11 0.12 0.23
Goldman Sachs 0.13 0.20 0.23 0.16 0.08 1.00 0.27 0.23 0.26 0.13 0.27
Lehman Brothers 0.16 0.24 0.25 0.19 0.11 0.35 1.00 0.29 0.26 0.14 0.30
Merrill Lynch 0.15 0.26 0.27 0.19 0.13 0.28 0.26 1.00 0.26 0.15 0.30
Morgan Stanley 0.15 0.25 0.23 0.19 0.10 0.30 0.23 0.25 1.00 0.12 0.28
AIG 0.05 0.11 0.07 0.08 0.04 0.05 0.04 0.05 0.04 1.00 0.15

Column average 0.20 0.30 0.27 0.25 0.17 0.24 0.22 0.23 0.23 0.20 0.23

August 15, 2008 Citigroup
Bank of 
America

JPMorgan 
Chase & Co. Wachovia

Washington 
Mutual

Goldman 
Sachs

Lehman 
Brothers

Merrill 
Lynch

Morgan 
Stanley AIG

Row 
Average

Citigroup 1.00 0.32 0.32 0.23 0.13 0.28 0.23 0.23 0.25 0.21 0.32
Bank of America 0.20 1.00 0.42 0.24 0.09 0.24 0.17 0.19 0.21 0.19 0.30
JPMorgan Chase & Co. 0.18 0.37 1.00 0.20 0.07 0.25 0.17 0.18 0.20 0.15 0.28
Wachovia Bank 0.41 0.69 0.65 1.00 0.23 0.45 0.37 0.39 0.41 0.39 0.50
Washington Mutual 0.83 0.92 0.89 0.85 1.00 0.80 0.77 0.82 0.80 0.78 0.85
Goldman Sachs 0.21 0.28 0.34 0.19 0.09 1.00 0.28 0.26 0.32 0.18 0.31
Lehman Brothers 0.42 0.51 0.56 0.38 0.22 0.69 1.00 0.52 0.54 0.35 0.52
Merrill Lynch 0.39 0.52 0.58 0.37 0.21 0.61 0.48 1.00 0.53 0.35 0.50
Morgan Stanley 0.31 0.41 0.44 0.28 0.15 0.52 0.35 0.37 1.00 0.24 0.41
AIG 0.36 0.52 0.48 0.38 0.20 0.41 0.32 0.35 0.34 1.00 0.44

Column average 0.43 0.55 0.57 0.41 0.24 0.53 0.41 0.43 0.46 0.39 0.44

September 12, 2008 Citigroup
Bank of 
America

JPMorgan 
Chase & Co. Wachovia

Washington 
Mutual

Goldman 
Sachs

Lehman 
Brothers

Merrill 
Lynch

Morgan 
Stanley AIG

Row 
Average

Citigroup 1.00 0.20 0.19 0.14 0.07 0.17 0.13 0.14 0.16 0.11 0.23
Bank of America 0.14 1.00 0.31 0.18 0.05 0.16 0.10 0.13 0.15 0.11 0.23
JPMorgan Chase & Co. 0.13 0.29 1.00 0.16 0.05 0.19 0.11 0.14 0.16 0.09 0.23
Wachovia 0.34 0.60 0.55 1.00 0.17 0.36 0.27 0.31 0.34 0.29 0.42
Washington Mutual 0.93 0.97 0.95 0.94 1.00 0.91 0.88 0.92 0.91 0.89 0.93
Goldman Sachs 0.15 0.19 0.24 0.13 0.06 1.00 0.18 0.20 0.27 0.11 0.25
Lehman Brothers 0.47 0.53 0.58 0.43 0.25 0.75 1.00 0.59 0.62 0.37 0.56
Merrill Lynch 0.32 0.41 0.47 0.30 0.16 0.53 0.37 1.00 0.48 0.26 0.43
Morgan Stanley 0.21 0.28 0.29 0.19 0.09 0.40 0.22 0.27 1.00 0.14 0.31
AIG 0.50 0.66 0.59 0.53 0.29 0.54 0.43 0.49 0.47 1.00 0.55

Column average 0.42 0.51 0.52 0.40 0.22 0.50 0.37 0.42 0.46 0.34 0.41

Sources: Bloomberg L.P.; and IMF staff estimates.
Note: This table shows the (pairwise) conditional probabilities of distress of the institution in the row, given that the institution in the column 

falls into distress. 
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Using equity options data and an alternative 
method for calculating multivariate distribu-
tions across groups of financial institutions (also 
featured in Chapter 3), a comparable exercise 
can provide a way to examine the relationship 
among two (or three) financial institutions at a 
time, against the backdrop of distress in a num-

ber of institutions.29 As an example, the risk 
perception of the three largest banks in both 
the United States and Europe is shown to have 
become more intertwined as their exposure to 

29This work was produced in an IMF working paper by 
Gray and Jobst (forthcoming).
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Figure 2.7. U.S. and European Banks: Tail-Risk Dependence Devised from 
Equity Option Implied Volatility, 2006–08
(At-the-money, six months to expiration)
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Note: The figure shows the trivariate extreme value dependence of implied volatility of equity options for U.S. and 
European banks.

large common shocks has increased (Figures 
2.7 and 2.8).

It is important to note that it would be 
inappropriate to base policy on information 
contained in any one method, even though 

the analysis above can provide useful insight 
of how distress in a specific institution can 
affect other institutions and ultimately the 
stability of the system. Nonetheless, policy-
makers should use these in combination with 
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Figure 2.8. Legend of Trivariate Dependence Simplex
(For Figure 2.7)
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other concrete measures of systemic linkages 
to assist them in making decisions about indi-
vidual institutions.

Finally, a levy of a capital surcharge based on 
the degree of interconnectedness could help 
align the incentives of the institutions’ manage-
ment with those of the authorities in charge of 
safeguarding financial stability. For example, 
regulators could have used the information 
in Figure 2.6 or Table 2.8 to approach AIG, 
Bear Stearns, and Lehman to request a capital 
surcharge based on their significant exposure 
to the fortunes to other financial institutions.30 
Furthermore, it also gives management incen-
tives to reduce the institutions’ vulnerabilities to 
other institutions. For instance, vulnerabilities 
can be reduced by reducing direct counterparty 
exposures with other institutions or by adopt-
ing trading and/or asset allocation strategies 
different from those of other institutions. By 
differentiating itself, a financial institution can 
avoid spillovers from negative market sentiment. 
Furthermore, the more different financial insti-
tutions are, the less vulnerable they are to herd 
behavior and to common shocks, which makes 
the financial system more resilient to a liquidity 
crisis (Persaud, 2003).

The Default Intensity Model

The previous two subsections presented 
methodologies to extract the implications of 
direct and indirect systemic linkages for the 
U.S. banking system. However, from a finan-
cial stability perspective, it may be equally 
critical to assess indirect financial linkages, 
including those to the broader economy. For 
example, the failure of Lehman Brothers 
illustrates how the collapse of an institution 
can trigger distress in other entities through 
the complex web of contract relationships. 
At some point, however, it is not just the 
knock-on effects of individual institutions 

30The imposition of an “interconnectedness charge” is 
akin to the gross-up factor for the capital adequacy ratio 
suggested by Brunnermeier and others (2009). 
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for the remaining institutions in the finan-
cial system that matter, but their interaction 
through their impact on the economy as a 
whole. This section features a reduced-form 
statistical model of the timing of banking 
default events drawn from Giesecke and Kim 
(2009), which is designed to capture the 
effects of direct and indirect systemic link-
ages among financial institutions, as well 
as the regime-dependent behavior of their 
default rates.31

31Future work could consider efforts to disentangle the 
effects of direct and indirect financial systemic linkages 
as performed in Azizpour and Giesecke (2008) for the 
nonfinancial U.S. corporate sector. 

The model is formulated in terms of a default 
rate, or “intensity.” The details of the model are 
presented in Box 2.3. The default rate jumps at 
failure events, reflecting the increased likeli-
hood of further events due to spillover effects. 
The magnitude of the jump is a function of the 
value of the default rate just before the event. 
This specification guarantees that the impact of 
an event increases with the default rate prevail-
ing at the event, a property that is supported by 
empirical observation. Indeed, the impact of an 
event tends to be “regime-dependent:” it is often 
higher during a default clustering episode, when 
many firms are in a weak condition. The impact 
of an event dissipates over time.

This subsection estimates this model from his-
torical default data spanning the period January 1, 

This box presents a brief overview of the statistical 
default intensity model.

A sequence of economy-wide default times Tn 
represents the arrival times of defaults for the 
universe of Moody’s-rated companies. The value  
Nt is the number of defaults that have occurred 
by time t. The conditional default rate or inten-
sity, measured in defaults per year, is denoted 
by λt. We follow Giesecke and Kim (2009) and 
assume that the intensity evolves through time 
according to the continuous time equation,

dλt = Kt(ct – λt)dt + dJt ,  (1)

where λ0 > 0 is the value of the intensity at the 
beginning of the sample period, Kt = KλTNt

 is 
the decay rate with which the intensity reverts to 
the level ct = cλTNt

 at t, and J is a response jump 
process given by

Jt = ∑max(g,δλTn
-)I(Tn ≤ t), (2) 

        n≥1

where I(Tn ≤ t) = 1 if Tn ≤ t and 0 otherwise. 
The quantities K > 0, c ∈(0,1), δ > 0, and g > 0 
are constant proportional factors, satisfying  
c(1 + δ) <1, to be estimated as described in 
Annex 2.1.

Equation (1) states that the default rate 
jumps whenever there is a default, reflecting 
the increase in the likelihood of further events. 
This specification incorporates the impact of a 
default on the surviving firms, which is chan-
neled through direct and indirect systemic 
linkages. The magnitude of the jump depends 
on the intensity “just before” the event. This 
specification guarantees that the impact of an 
event increases with the default rate prevailing 
at the time of the event. Indeed, the impact of 
an event tends to be regime-dependent: it is 
often higher under generalized stress condi-
tions.  The parameter g governs the minimum 
impact of an event. After the intensity is ramped 
up at an event, it decays exponentially to the 
level cλTNt

 with rate KλTNt
.

This model specification thus captures the 
regime-dependent behavior of default arrivals 
that can be estimated as described in Annex 2.1.

Box 2.3. Default Intensity Model Specification

Note: Kay Giesecke prepared this box.
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Source: Moody’s Default Risk Service; and Giesecke and Kim (2009).
Note: Top panel shows annual number of default events in the universe of 

Moody’s-rated U.S. corporate issuers, along with the trailing 12-month default rate. 
Bottom panel shows annual number of default events in the universe of 
Moody’s-rated U.S. banking institutions, along with the trailing 12-month default 
rate.

Figure 2.9. Annual Number of Corporate and Banking
Defaults
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1970 to December 31, 2008, using the estimation 
procedure described in Annex 2.1. The data were 
obtained from Moody’s Default Risk Service.32

To provide some intuition about the type 
of default event analyzed in this section, 
Figure 2.9 shows the annual number of U.S. 
economy-wide and banking-wide default events, 
along with the corresponding trailing 12-month 
default rate. Figure 2.9 features the dramatic 
rise in defaults of Moody’s-rated banks during 
2008. It is worth noting that while the absolute 
number of these defaults exceeds the num-
ber of events during the 1997–2001 “Internet 
bubble,” it is still below the number of defaults 
witnessed in the early 1990s.

The first step in estimating the probability 
of systemic-banking events consists of estimat-
ing the economy-wide default model discussed 
in Box 2.3. As described in Giesecke and Kim 
(2009), this model quite accurately captures 
the clustering of the economy-wide default 
events as represented by the fitted intensity 
(Figure 2.10), thus suggesting the reliability of 
the model’s out-of-sample forecasts.

Based on this model, we use a sampling 
approach described in Annex 2.1 to estimate 
the banking-wide default rate for the universe 
of Moody’s rated issuers. Figure 2.10 depicts 
the time series of the quarterly one-year fore-
cast of the banking-wide default distributions in 
the United States.

The tail of the forecasted distribution 
indicates the likelihood of systemic risk arising 
from both direct and indirect linkages. That is, 
a fat tail represents the likelihood of the failure 

32For the purposes of this analysis, and according to 
Moody’s default categories, a default event is defined as 
either (1) a missed or delayed disbursement of interest 
or principal, including delayed payments made within 
a grace period; (2) bankruptcy (as defined by Chapters 
7, 10, and 11 of the U.S. commercial code), adminis-
tration, legal receivership, or other legal blocks to the 
timely payment of interest or principal; or (3) a dis-
tressed exchange that occurs when (i) the issuer offers 
debt holders a new security or package of securities that 
amount to a diminished financial obligation; or (ii) the 
exchange had the apparent purpose of helping the bor-
rower avoid default.
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Source: Moody’s Default Risk Service; and Giesecke and Kim (2009).
Note:  The figure shows the fitted economy-wide defaults, measured in events 

per year, versus the number of economy-wide defaults. The figure illustrates a good 
fit of the default timing model in replicating the time-series variation of 
economy-wide event times.

Figure 2.10. Actual and Fitted Economy Default Rates
(Number of defaults)
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Source: Giesecke and Kim (2009).
Note: The figure shows a time series of quarterly forecast one-year distributions 

of the number of defaults in the U.S. banking sector, estimated from the fitted model 
for the banking-wide default rate.

Figure 2.11. Default Rate Probability and Number of
Defaults
(January 1998–January 2009)
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of a relatively large number of banking institu-
tions. This measure of the degree of systemic 
risk increased sharply during 2008, and already 
exceeds the levels seen during the Internet 
bubble, suggesting a high probability of further 
banking failures (see the date axis in the bottom 
right corner of Figure 2.11).

The information contained in Figures 2.9 
and 2.11 can be used to provide an indica-
tion of the potential future defaults that are 
still likely to take place as the current finan-
cial crisis continues to unfold. In particular, 
Figure 2.9 shows that the number of failures 
for the whole episode of the Internet  
bubble-burst was substantially higher than the 
number of defaults observed thus far. On the 
other hand, Figure 2.11 depicts a fatter tail 
(i.e., higher probability of a large number of 
defaults) for the current episode than for the 
Internet episode, thus indicating the high 
likelihood of further defaults in 2009 and 
beyond.

Finally, in order to provide a more precise 
metric of the potential system-wide and banking 
failures due to systemic linkages, the chapter 
considers the one-year 95 percent VaR of the 
distribution of default events for the economy 
at large and the banking sector to measure 
the number of Moody’s-rated corporates and 
bank defaults that would occur with a 5 percent 
probability, normalized by the number of firms 
in the pool at the beginning of each year since 
1998 (Figure 2.12). It transpires that during the 
1998–2007 period the banking sector proved 
more stable than the economy as a whole. How-
ever, the sharp parallel increase in the economy-
wide VaR and the bank-wide VaR suggests a 
break with the past feedback patterns, indicating 
that macro-financial linkages are now tighter, 
potentially complicating the policy response to 
the financial sector problems.

How Regulators Assess Systemic 
Linkages

Up to this point, the chapter has illustrated 
how four complementary methodologies could 
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Figure 2.12. Quarterly One-Year-Ahead Forecast 
Value-at-Risk at 95 Percent Level
(In percent)

Source: Giesecke and Kim (2009).
Note: The figure shows the time series of quarterly estimates of the one-year- 

ahead 95 percent VaR forecast of the number of defaults in the U.S. economy and 
the banking sector, normalized by the number of firms in the pool at the beginning 
of the year.
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be deployed to assess systemic linkages. This 
section offers a brief overview of how some 
central banks rely on similar methodologies to 
assess systemic linkages, as a number of cen-
tral banks have developed and implemented 
frameworks to assess cross-market and cross-
institution systemic linkages. The stage of devel-
opment of these methodologies varies across 
countries, with many only conducting such 
analyses on an ad hoc basis. Several central 
banks are working on integrating the results 
of different methodologies with each other 
and with their broader macro-financial stability 
assessments.

A number of central banks such as the 
National Bank of Belgium, Banco de México, 
Swiss National Bank, Deutsche Bundesbank, De 
Nederlandsche Bank, Oesterreichische Natio-
nalbank, and the Bank of England conduct 
network analysis on a regular basis with a view 
to identifying institutions whose failure could 
have systemic implications. As mentioned in 
the previous section, the starting points of 
these analyses are banks’ large exposures and 
interbank credit activities. Relying on inter-
polation techniques, central banks construct 
domestic (and in some instances cross-country) 
exposure matrices that are used to analyze a 
series of hypothetical market and credit stress 
events, similar to the ones illustrated in the 
previous section.

For instance, Banco de México uses daily 
interbank exposures on loans, deposits, 
securities, derivatives, and foreign exchange 
operations to construct an interbank expo-
sure matrix and carry out contagion exercises 
computing the effect of spillovers on the 
capital adequacy ratios (CAR) of other banks 
(Figure 2.13). Thus, Banco de México is able 
to assess which institutions would see their CAR 
levels fall below specific thresholds as a result 
of systemic events.

Most countries rely on more than one 
methodology to assess systemic linkages and 
differ on the degree to which they integrate 
them with other approaches. For instance, 
the Central Bank of Austria (Oesterreichische 
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Figure 2.14. Basic Structure of the Systemic Risk 
Monitor Model

Source: Central Bank of Austria (OeNB).
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Figure 2.13. Capital Adequacy Ratios (CARs) After 
Hypothetical Credit Shocks
(Number of banks)

Source: Banco de México.
Note: These are hypothetical daily CARs resulting from a worst-case credit event 

scenario after all aftershocks are taken into account. The figure shows the number 
of banks up to 12 banks, but the full sample comprises 41 banks.
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Nationalbank) has developed the systemic risk 
monitor model, which combines individual and 
systemic aspects of banks’ risk by integrating 
the impact of market and credit risk drivers 
for individual banks, and the risk of interbank 
contagion within the Austrian banking system 
(Figure 2.14).33

Similarly, the Monetary Authority of Singa-
pore, Deutsche Bundesbank, and Banco de 
México combine detailed network analyses with 
an assessment of the risk implications of banks’ 
common exposures to different variables and 
sectors (i.e., an analysis reminiscent of the 
assessment of indirect linkages featured in the 
previous section of this chapter). In addition, 
the analysis of banks’ common exposure allows 
these regulators to conduct regular stress tests 
of their banking systems. De Nederlandsche 
Bank has developed cross-institution contagion 
models for both the banking and the insur-
ance sectors. The latter allows for simulating 
the effects of insurer and reinsurer defaults on 
other institutions in the sector. De Nederland-
sche Bank has also modeled the cross-sector 
correlations.

Some central banks have exploited the 
information extracted from their systemic 
linkages and codependence analyses to cre-
ate several indicators of financial stability, 
such as the evolution of systemic risk under 
alternative loss-given-default (LGD) assump-
tions (carried out by the National Bank of 
Belgium), or the Deutsche Bundesbank’s 
diversification index.

Finally, some central banks, like the Bank of 
England, incorporate their systemic linkages 
analysis into a more ambitious macro-financial 
framework. Specifically, the Bank of England 
is developing the risk assessment model for 
systemic institutions (RAMSI) to sharpen its 
assessment of institution-specific and system-
wide vulnerabilities (Figure 2.15) (Aikman 

33As far as interbank contagion is concerned, this 
method does not include cross-border exposures. How-
ever, the Central Bank of Austria is working on integrat-
ing foreign subsidiaries in the interbank network model. 
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Figure 2.15. RAMSI Framework

Source: Bank of England.
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and others, forthcoming). RAMSI considers 
interbank linkages and macro-banking linkages 
by analyzing three areas of interconnected-
ness: funding feedbacks, asset fire sales, and a 
real sector-financial sector feedback loop. The 
analytical foundations of RAMSI draw from 
the stress testing literature—thus allowing the 
model to focus on credit risk—and from the 
network literature—thus enabling the model 
to consider the systemic effects of financial 
shocks.

Several central banks have indicated that key 
data limitations exist for their analyses, includ-
ing the fact that off-balance-sheet linkages 
(domestic and cross-border) cannot always be 
included in their interbank exposures matrix. 
Also, many central banks lack a comprehensive 
data set due to limited disclosure on complex 
structured credit products, and the challenges 
of collecting information on nonbank finan-
cial intermediaries (investment banks, insur-
ance companies, hedge funds) and inaccurate 
measures of risk transfers. Furthermore, lack of 
consistency in information disclosures compli-
cates risk exposure assessments, both across 
institutions and products. Thus, there is a dis-
tinct need for those overseeing systemic stability 
to receive more on- and off-balance-sheet data, 
including enough to assess cross-institutional 
linkages.

In addition, large-exposure data are reported 
on a quarterly basis in some countries. Having 
to rely on quarterly data constitutes another 
limitation in a world in which the liquidity situ-
ation of a bank may deteriorate very rapidly. 
Finally, some central banks have had difficulties 
identifying the exact counterparty to a cross-
border bank exposure. Typically, when there 
have been concerns about the potential risk 
stemming from this source, central banks have 
been able to identify it via additional commu-
nications with the relevant institution on an ad 
hoc basis.

Going forward, financial regulators should 
continue to develop ways to systematically col-
lect and analyze these data. In addition, policy-
makers should give greater consideration to the 
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A central counterparty (CCP) reduces systemic counter-
party credit risk by applying multilateral netting. This 
box discusses key tools of over-the-counter counterparty 
credit risk mitigation, including netting and the col-
lateralization of residual net exposures, and explains 
how a CCP reduces systemic counterparty risks.

An over-the-counter (OTC) contract is 
exposed to counterparty default risk prior to 
the contract’s expiration while it has a positive 
replacement value. In the absence of bilat-
eral closeout netting, the maximum loss to a 
defaulted counterparty is equal to the sum of 
the individual contracts’ positive replacement 
values. The first figure shows two bilateral con-
tracts. A owes B $5 on one contract, and is owed 
$10 from B on the second one. A faces a $10 
loss if B defaults.1  

Closeout netting aggregates all exposures 
between the counterparties, under a default, 
and contracts with negative values can be used 
to offset those with positive values. Hence, the 
total exposure associated with all contracts 

Note: John Kiff prepared this box.
1See Bliss and Kaufman (2006) for more detail on 

OTC derivative collateral and netting. The figure 
assumes that the counterparties have signed a master 
agreement with the appropriate closeout provisions 
that covers both transactions. If they had not, B could 
“cherry pick” A by defaulting on its obligation to pay 
the $10, but insisting that A still pay the $5. In this 
case, A loses $15.

covered by the particular master agreement 
is reduced to the maximum of the sum of the 
replacement values of all the contracts and zero. 
A loses $5 if B defaults.2 

The second figure shows contracts across 
four counterparties, all of whom have bilateral 
master agreements with each other that include 
bilateral netting. The numbers on the arrows 
indicate the net bilateral flow (A, B, C, and D, 
clockwise from the top left corner), and the 
E below those letters indicates the maximum 
counterparty exposure for the counterparty. 
Thus, ED = $10, because both A and B owe D 
$5. Each counterparty faces a maximum coun-
terparty default-related loss of either $5 or $10. 
C loses $10 if both A and D fail, and D is vulner-

2The exposure can be further reduced by requir-
ing counterparties to post collateral (cash and highly 
rated liquid securities) against outstanding exposures, 
usually based on the previous day’s valuations. See 
CPSS (2007) and ISDA (2007) for a survey of recent 
OTC derivative counterparty credit risk exposure prac-
tices, including collateral policies. See CRMPG (2005, 
2008) for guides to best practices.

Box 2.4. Basics of Over-the-Counter Counterparty Credit Risk Mitigation∗
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hypothetical tail scenarios analyzed with these 
methodologies, lest they risk underestimating 
the probability of a tail event—a phenomenon 
that Haldane (2009) has dubbed “disaster myo-
pia.” Moreover, the global dimension of the 
current crisis underscores the need to assess 

these exposures from a cross-border perspec-
tive, which would require further coordination 
and data sharing by national regulators. For 
example, the BIS is well suited to extend its 
data collection exercises to these data. The IMF 
could also play a role by analyzing such data 
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able to the simultaneous default of A and B. 
Hence, A and B should each provision against 
$5 of potential counterparty credit losses, and C 
and D should each provision for $10, for a total 
of $30, even though the maximum potential loss 
among all four is only $10.

Multilateral netting, typically operationalized 
via “tear-up” or “compression” operations that 
eliminate redundant contracts, reduces both 
individual and system counterparty credit risk. 
In this case, it could eliminate four contracts, 
eliminate all of A’s and B’s counterparty credit 
risk exposure, and leave C and D with $5 of 
maximum potential individual losses. The 
third figure shows the two possible post-netting 
configurations. The leftmost configuration 
eliminates the circular B → A → C → B flow, 
and replaces the B → D → C flow with a more 
direct B → C flow. The rightmost configuration 
just needs to eliminate the circular B → A → D 
→ C flow. Using such tear-up operations, Tri-
Optima’s TriReduce service eliminated about 
$30 trillion notional of credit default swap 
contracts in 2008.

A sound CCP takes the multilateral net-
ting principle a step further, and reduces the 
likelihood of knock-on failures by requiring the 
participants to post margin, and by loss sharing 
among other clearinghouse members (see Box 
2.5). Other typical arrangements include capital 
funds comprised of clearing member contribu-
tions and accumulated profits and transaction fee 
rebates (see Bliss and Steigerwald, 2006).
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in the context of its bilateral and multilateral 
surveillance roles.34

34Issing and Krahnen (2009), among others, have pro-
posed the creation of a global database to generate and 
track a “global financial risks map.” The methodologies 
presented earlier in this chapter provide a set of tools for 

It is also important to mention that the crisis 
has brought to the fore the need to complement 

the elaboration of such a global risks map. In particular, 
Figures 2.4 and 2.10 are examples of what such a map 
might look like.
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Table 2.9. Summary of Various Methodologies: Limitations and Policy Implications
Weaknesses/Conditions  

When Measure May Be Misleading Policy Implications

Network Simulations1 Does not incorporate institutions’ endogenous 
response to distress events. Data limitations 
may include lack of off-balance-sheet exposure 
information.

Help policymakers identify (1) institutions 
whose failure might trigger domino effects; 
and (2) institutions most vulnerable to shocks 
stemming from other institutions’ failure. 
Allows elaboration of potential contagion paths 
following financial distress events.

Default Intensity Model2 Reduced form model. Inform policymakers about the likelihood of 
tail event arising from both direct and indirect 
financial linkages.

Co-Risk Analysis3 Usefulness is undermined by factors that affect 
market efficiency.

Provide policymakers with information to 
identify not only how common risks are 
evolving, but where spillovers might most 
easily develop and how distress in a specific 
institution can affect other institutions.

Time-Varying Multivariate Density, 
Distress Dependence, and Tail Risk4,5

CDS may overstate objective default 
probabilities.

Provide policymakers with information to 
identify not only how common risks are 
evolving, but where spillovers might most 
easily develop and how distress in a specific 
institution can affect other institutions.

Source: IMF staff.
1Chan-Lau, Espinosa, and Solé (2009a).
2Giesecke and Kim (2009).
3Chan-Lau, Espinosa, and Solé (2009b).
4Segoviano and Goodhart (2009).
5Model can use probabilities of default estimated from alternative methods, not only credit default swap (CDS) spreads.

the ongoing stability analysis with key infra-
structure changes. Among the most prominent 
efforts to mitigate over-the-counter counterparty 
credit risk has been the recent proposals for a 
central clearing party involving the netting and 
the collateralization of residual net exposures 
(Boxes 2.4 and 2.5). This effort has centered on 
CDS exposures, but could be extended to other 
over-the-counter products when enough stan-
dardization is present.

Policy Reflections
The current crisis reminds us that intercon-

nectedness across institutions is present not only 
within the banking sector, but as importantly, 
with the nonbank financial sector (such as 
investment banking, hedge funds, etc.). Specifi-
cally, the liquidity problems have demonstrated 
that rollover risk can spill over to the whole 
financial system, thus requiring a better under-

standing and monitoring of both direct and 
indirect linkages.

This chapter presented four complementary 
methodologies to assess potential systemic link-
ages across financial institutions (Table 2.9). 
The chapter has argued that there is a need to 
deepen our understanding of these linkages 
and suggested how more refined versions of 
these complementary models could be used to 
strengthen surveillance and policy discussions 
such as the perimeter of regulation. The task is 
complicated by several factors: the difficulties in 
securing information on cross-institution expo-
sures, especially across borders, due in part to 
confidentiality agreements; the imperfect integra-
tion of global money markets arising partly from 
heterogeneous resolution regimes; the difficul-
ties in securing information on off-balance-sheet 
exposures and opacity in assessing counterparty 
risk; and problems with CDS markets, requiring 
clearing mechanisms.
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The chapter has argued that in addition to 
the ongoing efforts to mitigate counterparty 
credit risk, including through the mutualization 
of counterparty risk in a clearing facility, more 
attention should be paid to the systemic implica-
tions of liquidity squeezes and other stress events. 
The goal of the chapter has not been to provide 
figures associated with some level of systemic link-
ages. Rather, a key goal has been to feature the 
type of specific methods that authorities could 
use to concretely discuss the too-connected-to-
fail problem. The chapter helps to inform policy 
initiatives, including in the areas of information 
gaps and the perimeter of regulation.

Information gaps. The chapter illustrates the 
importance of gathering data and monitoring 
cross-market and cross-country linkages and 
how this could assist a country’s supervisory and 
surveillance efforts.
•	 The	chapter	showed,	for	example,	how	infor-

mation on systemic linkages could help with 
questions such as the merit of capital charges 
based on counterparty risk systemic linkages 
or of limiting an institution’s exposures. For 
instance, the co-risk measures or the distress 
dependence matrix can be used to assess the 
relative importance of individual institutions 
and could form the basis for a higher capital 
charge or bilateral exposure limits. After all, 
market discipline is more likely to work when 
investors know that institutions will not be 
bailed out, which can only be credible when 
they are not too connected to fail.

•	 Globalization	means	that	it	is	close	to	impos-
sible for a country by itself to undertake effec-
tive surveillance of potentially cross-border 
systemic linkages. Therefore, enhancing our 
understanding and monitoring of global sys-
temic linkages requires stronger information-
sharing agreements.

Perimeter of regulations. The chapter also pro-
vides a potential approach to consider how to 
maintain an effective perimeter of prudential 
regulation without unduly stifling innovation 
and efficiency. The chapter illustrates how 
network models should allow regulators to see 
which institutions are affected in subsequent 
rounds of spillovers and thus determine relative 
levels of supervision. Such an assessment would 
have to be conducted at regular intervals, as the 
structure of the network is likely to change over 
time. Similarly, the co-risk models or the distress 
dependence relationships can help policymak-
ers better regulate institutions, such as how to 
design capital surcharges to lessen the too- 
connected-to fail problem.

In sum, monitoring global systemic linkages 
will undoubtedly become increasingly relevant, 
and thus the development of reliable tools for 
this task should proceed expeditiously. Going 
forward, the IMF can and should assume a more 
prominent global financial surveillance role, but 
in addition to strengthening its understanding 
of systemic linkages, it will need to improve its 
gathering of relevant data. New information-
sharing agreements on cross-border financial 
exposures (including regulated and unregulated 
products and institutions) could strengthen the 
capacity of IMF members to provide it with the 
relevant data. In principle, such agreements 
could operate on multilateral or bilateral bases 
and would ideally address both the domestic and 
cross-border dimensions. Information-sharing 
agreements will be effective to the extent that 
country authorities can collect additional data 
in order to monitor systemic risk. Such a data 
collection exercise should be prioritized based 
on a cost-benefit analysis but it should include 
at the very least, off-balance-sheet exposures and 
information on complex products.
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This box discusses key features of a well-designed cen-
tral counterparty (CCP), aspects particular to a credit 
default swap (CDS) CCP, and the factors for choos-
ing between multiple CCPs versus a single CCP.1 

A CCP facilitates standardization and multilat-
eral netting, increases liquidity, and can improve 
the availability of price information, increasing 
the ability to value CDS products, and ultimately 
serves to mitigate risk. A CCP for standardized 
CDS contracts can reduce operational risks, 
especially those inherent in over-the-counter 
trades, such as backlogs of outstanding con-
firmations and unwinding positions in case of 
default that can spread across multiple counter-
parties. In addition, the mutualization of risk 
among clearing members provided by a CCP 
reduces hedging costs by eliminating the need 
for hedging bilateral exposure.

The lack of transparency about the net 
counterparty exposure in the CDS market can 
inflate the public perception of counterparty 
risk. For example, if the market had known in 
advance that the settlement of Lehman swaps 
would amount to only $5.2 billion of net fund-
ing obligations in the CDS market, according to 
the Depository Trust and Clearing Corporation, 
instead of the hundreds of billions in notional 
that were speculated, the financial markets 
might not have seen the same degree of turmoil 
in the fall of 2008. Thus, greater insight into 
CDS trading activity could reduce the uncertain-
ties characteristic of the recent crisis. 

Risk Management: Margining, Collateral, and 
Membership Requirements

While a CCP mitigates counterparty risk, it 
also concentrates risk and requires extensive risk 
management systems. Consequently, a CCP’s risk 
management processes, internal controls and 
operational risk procedures, and the adequacy 
of its back-up financial resources are key to 
ensuring that risks are contained. In addition, a 
CCP that clears CDS contracts should conduct 
stress tests with relevant shocks to its members. 

Note: Jodi Scarlata prepared this box.
1For further discussion, see CPSS (2004, 2007).

A CCP typically uses margining as an instrument 
to reduce counterparty credit risk. Initial margin, 
the amount required to initiate a position, and 
variation margin, payments for the daily losses and 
payoffs for daily gains, are required to keep a posi-
tion open. This allows payment flows to account 
for intra-day price movements and variation mar-
gin changes to account for end-of-day settling up, 
since variation margin is based on daily mark-to-
market pricing; positions are liquidated if variation 
margin cannot be met. Riskier instruments should 
incorporate larger margins to account for the 
greater risk to which the CCP is exposed. 

Margin requirements for less liquid instru-
ments should incorporate the potential losses 
that might occur over a longer liquidation 
period following a default. Margining require-
ments should therefore account for risks of a 
particular product and elements such as sector 
risk and liquidity risk. The accurate calculation 
of margin requirements, or even an appropri-
ate range of margin requirements, will be a 
key challenge to the new CDS CCPs due to the 
complexities in the pricing of these particular 
products. 

Cash Settlement versus Physical Settlement in a 
CDS CCP

A CCP can facilitate settlement of contracts 
after an event of default. For credit derivatives 
contracts, there has been a decline of physi-
cal settlement in favor of cash settlement, and 
the use of International Swaps and Derivatives 
Association (ISDA) auction protocols have 
become standard practice in credit events for 
the reasons cited below. 

A feature of the CDS market is the settlement 
method in case of default, or credit event. With 
the occurrence of a credit event, there are two 
options for the settlement of CDS contracts—
physical settlement or cash settlement.2  In the 
case of physical settlement, the protection buyer 

2A CDS credit event is a default event that results 
in payments by the protection seller to the protection 
buyer, concurrent with delivery requirements by the 
protection buyer. Typical credit events include bank-
ruptcy of the reference entity or its failure to pay with 

Box 2.5. A Central Counterparty as a Mitigant to Counterparty Risk in the Credit Default Swap Markets
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delivers the debt obligation (the cash instrument) 
of the reference entity and in return is paid the 
par value by the protection seller. In cash settle-
ment, the protection seller pays the protection 
buyer the difference between par value and the 
market value of the debt obligation of the refer-
ence entity. However, the growth of the CDS mar-
ket has resulted in a much larger notional value 
of CDS contracts than the outstanding value of 
the debt obligations. Cash settlement avoids pos-
sible failure in physical delivery due to a shortage 
in deliverable cash instruments.3 

In light of the concentration of risk in a 
CCP, a smoothly operating settlement system 
is crucial for reducing any potential systemic 
consequences. Central counterparties’ use of 
cash settlement for CDS contracts would deter 
market manipulation and help avoid disruption 
in the settlement process. In March 2009, ISDA 
initiated its Auction Settlement Supplement and 
Protocol incorporating cash auctions into stan-
dard documentation for settling CDS contracts, 
i.e., “hardwiring” the ISDA settlement protocol 
into the contracts. While the ISDA-defined 
protocol provides for both auction and physical 
settlement, cash settlement can benefit by mini-
mizing price distortions. However, maximizing 
participation in the industry standard settlement 
mechanism for all CDS contracts is crucial.

Multiple CCPs versus a Single Central 
Counterparty

The CDS CCP ventures based in the United 
States and Europe have engendered some debate 
as to the optimal number of central counterpar-

respect to its bond or debt and, for some reference 
entities, restructuring.

3To note, the notional amount of single-name CDS 
far exceeds notional of physical cash bonds and can 
be potentially distorting. Bank for International Settle-
ments data show CDS notional outstanding of around 
$57 trillion at end-June 2008 versus a gross market 
value of underlying securities of only $3.2 trillion 
for the same period. Further, a physical settlement 
could result in a short squeeze, as protection buyers 
purchase bonds to deliver for settlement, bidding up 
the bond price and thereby offsetting the gains on the 
CDS protection.

ties.4 A single CCP would accomplish the largest 
reduction in systemic counterparty risk, benefit 
from economies of scale and a larger pool of 
counterparties and resource base, and limit 
opportunities for regulatory arbitrage and com-
petitive distortions.5 The resulting concentration 
of operational risk would necessitate strong risk 
management processes and oversight. The U.S. 
approach is to allow for multiple CCPs, allowing 
market forces to determine the optimal number 
of CCPs in order to assure clearing services are 
provided efficiently. However, there are concerns 
that such an approach will be a “race to the 
bottom,” as each CCP fights for market share by 
economizing on risk management procedures, 
and lowering margining requirements and contri-
butions to a guarantee fund.6 From a cross-border 
perspective, the systemic importance of a single 
CDS central counterparty for a domestic economy 
might lead authorities toward retaining the 
CCP under national regulatory and supervisory 
oversight for the ability to control or mitigate the 
impact on domestic financial stability. National 
authorities might be reluctant to oversee a global 
entity where jurisdictional disputes may arise. Nev-
ertheless, a global CDS CCP would mitigate the 
most overall counterparty risk. Thus, if a global 
CDS CCP is not established, then the development 
of separate CCPs should provide for the cross-
border coordination of regulatory and supervisory 
frameworks to avoid regulatory arbitrage. These 
frameworks should ensure that linkages and 
clearing mechanisms are established across CCPs, 
without constraining the use of multiple currency 
transactions. At present, there are various legisla-
tive, regulatory, and market proposals outstanding 
to deal with counterparty clearing organizations, 
which may affect issues such as the standardiza-
tion and documentation of credit default swaps, 
and the responsibilities of counterparties and 
clearinghouse members, among others.

4These include CME Clearing, Eurex Clearing, ICE 
Trust/ICE Clear Europe, and NYSE Liffe/LCH.Clearnet.

5See Duffie and Zhu (2009) for discussion.
6A guarantee fund compensates nondefaulting par-

ticipants from losses suffered in the event of another 
participant’s failure to meet its obligations to the CCP.

polICY REflECTIonS
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Annex 2.1. Default Intensity Model 
Estimation35

This annex discusses the likelihood estimation of the 
default intensity model’s parameters.

The vector parameter to estimate is denoted 
by θ = (k, c, δ, g, λ0). The data consist of observa-
tions of economy-wide default times, Tn during 
the sample period [0,τ], which represents daily 
data from the time period January 1970 to 
December 2008. The maximum likelihood prob-
lem for the default rate λ = λθ is given by

 τ
maximize ∫0 (log λθ

s -dNs – λs 
θ ds),      (1)

  
θ∈Q

where Q is the set of admissible parameter vec-
tors. For the model in Box 2.2, the likelihood in 
equation (1) can be calculated in closed form 
(see Giesecke and Kim, 2009).

The parameter estimates are as follows. The 
initial default rate at the beginning of the sam-
ple period in January 1970 is λ0 = 32.56 events 
per year. At an event, the default rate jumps by 
δ = 0.13 times the default rate just before the 
event. The minimum jump size is g = 0.59 events 
per year. After an event, the default rate decays 
with time at rate k = 0.11, to a level that is equal 
to c = 0.018 times the intensity at the previous 
event.

The model fits the event data. This is indi-
cated by Figure 2.6, which contrasts the fit-
ted intensity with the observed economy-wide 
defaults during the sample period. The fitted 
intensity replicates the substantial time-series 
variation of economy-wide event times. Giesecke 
and Kim (2009) provide formal statistical tests 
that can be used to assess the model’s in- and 
out-of-sample fit.

The fitted model determines the conditional 
distribution of the number of economy-wide 
defaults during any future time period. This 
distribution is estimated by a Monte Carlo simu-
lation of events. Here, arrivals over the forecast 
period are generated and used to calculate the 
corresponding empirical distribution. To obtain 

35Kay Giesecke prepared this annex.

the distribution of events in a given sector, an 
additional step is needed: randomly assign a sec-
tor to each simulated economy-wide event time. 
A sector s ∈S = {1,2,...12} is selected with prob-
ability Z(s)/∑ Z(s), where

                      s ∈S

Here, Nτ is the number of defaults observed 
during the sample period and Sn∈S is the 
observed sector of the nth defaulter. More 
weight is assigned to recent observations, i.e., 
events that occur closer to the end of the sample 
period. With this procedure, the predictive 
power of default events is exploited even when 
they are associated with firms outside of the 
given sector.
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The current crisis demonstrates the need for tools to detect systemic risks. Given that 
there are many facets and causes of such risks, this chapter presents a range of mea-
sures that can be used to discern when events become systemic. The chapter first 
reviews the standard financial soundness indicators’ ability to highlight those financial 

institutions (FIs) that proved to be vulnerable in the current crisis. For the sample of global FIs 
examined, leverage ratios and return-on-assets proved the most reliable indicators, while capital 
asset ratios and nonperforming loan data lacked predictive power.

The chapter then proceeds to examine several techniques to analyze forward-looking market 
data for groups of FIs in order to detect whether and when systemic risks became apparent. 
Market-based measures that are able to capture tail risks seem to have given forward indica-
tions of impending stress for the overall financial system. Chapter 2 provides a slightly differ-
ent approach to systemic risk by examining interlinkages, both direct and indirect, between 
selected FIs.

Finally, proxies for “market conditions” that influence (and reflect) the risks facing FIs are 
examined to capture other key factors, such as investors’ risk appetite. The signaling capac-
ity of these indicators is examined by detecting whether and when they moved from low, to 
medium, and to high volatility states, with the high state associated with systemic crisis. Several 
measures signaled periods during which the financial system suffered a systemic crisis.

The various techniques clearly identify major stress events, such as those associated with the 
merger of Bear Stearns and the failure of Lehman Brothers, as systemic. Some indicators, as 
early as February 2007, also signaled rising systemic pressures. However, advance notice of 
systemic stress was relatively brief and the extent to which some markets remained in high vola-
tility states was somewhat short-lived. Hence, the use of a number of market-based indicators 
provides a more holistic picture.

Being able to identify systemic events at an early stage enhances policymakers’ ability to take 
necessary exceptional steps to contain the crisis. In this regard, the chapter suggests enhancing 
stress tests and capital requirements to take account of the buildup of systemic risks. Some of 
the analysis presented could be a starting point to calibrate the risk contribution of FIs to over-
all systemic risk, thereby prompting additional regulatory capital and enhanced supervision to 
discourage practices that increase systemic risk.

In sum, although systemic events are difficult to predict, and may only become apparent con-
currently in some cases, policymakers should monitor a wide range of market indicators tuned 
to systemic risk, and have comprehensive crisis plans in place to be implemented quickly if 
needed.
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Systemic events are intrinsically difficult to 
anticipate, though once they have occurred 
it is easier to look back and agree that a 

disruption was, in fact, systemic. Because of the 
severity and reach of the current crisis, renewed 
attention on what constitutes a systemic crisis 
and whether it can be uncovered, early or even 
concurrently, has come to the fore. The task of 
identifying warnings of impending systemic cri-
ses has become increasingly complex as global 
financial markets have become highly integrated 
and hence systemic shocks can arise from and 
extend beyond national borders. Analyzing 
systemic risks is further hampered because 
there have been so few modern episodes of 
global systemic crises, particularly involving a 
core group of advanced economies. Even so, 
this chapter attempts to make inroads into this 
area by seeking to shed light on what constitute 
systemic events and by providing policymakers 
with tools that can be used to recognize systemic 
risks. Instead of attempting to offer a single 
methodology, a range of empirical approaches is 
examined in order to provide a more robust way 
of detecting systemic risks.1

The chapter focuses on measures of overall 
systemic risk derived from higher frequency 
market data, rather than the identification of 
underlying macroeconomic vulnerabilities based 
on data at lower frequencies. While the latter 
models are helpful in identifying the buildup of 
macroeconomic vulnerabilities, they are usu-
ally not very successful in predicting the actual 
timing of crises or how they spill over across 
global markets.2 Thus, this chapter is intended 

Note: This chapter was written by a team comprised 
of Brenda González-Hermosillo (team leader), Christian 
Capuano, Dale Gray, Heiko Hesse, Andreas Jobst, Paul 
Mills, Miguel Segoviano, and Tao Sun. Yoon Sook Kim 
provided research support. The chapter also benefited 
from comments from Andrew Lo and Kenneth Singleton.

1The use of multiple approaches is also present in 
Chapter 2, where the perspective is to examine linkages 
across institutions or groups of institutions.

2Indeed, financial shocks (e.g., sudden stops in capital 
flows, the bursting of asset bubbles, etc.) often serve to 
reveal the unsustainability of macroeconomic imbalances. 
Macroeconomic imbalances can last many years before 
they result in crisis. For example, while the peak of the 

to complement the more traditional macro-
oriented exercises attempting to predict finan-
cial crises. In particular, it focuses on the role of 
financial market signals as indicators of overall 
systemic risks.

Specifically, the chapter seeks to answer the 
following questions:
•	 What	were	common	factors	among	the	

financial institutions (FIs) that have required 
public intervention? Did traditional financial 
soundness indicators (FSIs) provide meaning-
ful warnings?

•	 How	can	one	determine	which	FIs	are	sys-
temically important? Can one shed light on 
whether allowing Lehman Brothers to go 
bankrupt was or was not a policy “mistake” ex 
ante?

•	 What	are	early,	or	concurrent,	indicators	of	
systemic risk? When might their reliability be 
compromised?

•	 Can	one	determine	when	policymakers	
should enter and exit policies designed to 
contain systemic risk?
The chapter presents a series of “modules” to 

examine systemic risk from various perspectives. 
The chapter first looks at the “fundamental” 
characteristics of FIs based on the balance sheet 
data that are typically used by supervisors and 
regulators. This analysis is further expanded to 
review individual FIs from the markets’ perspec-
tive based on credit default swap (CDS) spreads 
and equity option prices. Then groups of institu-
tions are analyzed jointly, building from simple 
tools such as cluster analysis to more elaborate 
methods that look at the joint probability of vari-
ous outcomes. The role of global market condi-
tions is then analyzed to shed light on whether 
certain factors, such as proxies for investors’ 
risk appetite, affect the incidence of systemic 

U.S. housing market was reached in mid-2005, the sub-
prime crisis was not revealed until 2007. Similarly, while 
many developing countries had sustained large current 
account deficits for several years, it was not until late 2008 
that some of them began to face financing constraints 
and dramatic pressures on their currencies.
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risk.3 Global market conditions are important 
in determining the market value of the FIs and 
thus both influence and also echo the risks of 
individual FIs.4

Based on the sample of FIs examined, the 
results suggest that traditional balance sheet 
data are only partially able to detect, ex ante, 
institutions at risk of failing. Although market-
based indicators are largely coincident with 
events that have been deemed of systemic 
importance, notably the collapse of Lehman 
Brothers on September 15, 2008, some indica-
tors are able to give some advanced signals of 
risks. And although it would have been difficult 
to know ex ante that larger disruptions were 
coming, markets showed signs that a regime 
change, a generalized breakdown of financial 
system functioning, occurred as early as late 
February 2007, when the price on the ABX 
(BBB) index began to decline and there was 
a significant correction in the Shanghai stock 
market that reverberated across emerging 
markets.5,6 The various indicators examined 
suggest that letting Lehman collapse aggravated 
what appeared to be a global systemic financial 
crisis already in the making because Lehman’s 
potential effects on other FIs were observable in 
several indicators.

The techniques examined show some suc-
cess in revealing when the financial system is in 
a systemically elevated regime, providing some 

3Other elements not directly considered in this chapter, 
such as the “shadow banking system” (e.g., hedge funds 
and special-purpose vehicles) are also likely captured 
by the various variables used to proxy for global market 
conditions.

4For example, low interest rates reduce the default risk 
of loans. Similarly, the value of securities and other assets, 
including derivatives, depend on market conditions such 
as overall volatility and global liquidity.

5The ABX (BBB) is an index based on credit default 
swaps written on investment-grade tranches of subprime 
mortgage-backed securities.

6Rosenblum and others (2008), Gorton (2008), and 
González-Hermosillo (2008) also identify end-February 
2007 as a period when early signs of stress began to 
emerge in global markets prior to the time when the 
subprime crisis was clearly revealed in mid-2007. This cor-
rection reflected a reappraisal of market risks (see IMF, 
2007, Box 1.5).

guidance about when policymakers should use 
the “systemic crisis” toolkit rather than policy 
tools meant to deal with individual institutions 
or markets. Similarly, these techniques can be 
used to determine when systemic risks subside, 
and thus provide guidance as to when to unwind 
guarantees and other supportive policies intro-
duced during the systemic phase.

what Constitutes “Systemic” Risk?
“Systemic risk” is a term that is widely used, 

but is difficult to define and quantify. Indeed, it 
is often viewed as a phenomenon that is there 
“when we see it,” reflecting a sense of a broad-
based breakdown in the functioning of the 
financial system, which is normally realized, ex 
post, by a large number of failures of FIs (usu-
ally banks). Similarly, a systemic episode may 
simply be seen as an extremely acute case of 
financial instability, even though the degree and 
severity of financial stress has proven difficult, if 
not impossible, to measure.7 Systemic risk is also 
defined by the breadth of its reach across institu-
tions, markets, and countries.

A natural starting point to begin to investi-
gate systemic events is by examining individual 
FIs and their interlinkages (the latter is the 
focus of Chapter 2). However, during systemic 
events, channels over and above the normal 
fundamental mechanisms that link FIs and asset 
markets during noncrisis periods can be impor-
tant sources of contagion.8 Contagious events, 

7Some recent attempts to measure the degree of sever-
ity of financial stress in a given country include Illing 
and Liu (2006). As well, Huang, Zhou, and Zhu (2008) 
develop a framework to assess the systemic risk of large 
U.S. financial institutions. However, most empirical analy-
ses of multi-country financial crises rely on a binomial 
notion whereby the dependent variable takes the value 
of 1 during the known, ex post, crisis period or zero 
otherwise with no information about the actual severity of 
the crises (e.g., Kaminsky and Reinhart, 1999; Hardy and 
Pazarbasioglu, 1999; Demirgüç-Kunt and Detragiache, 
1998; Davis and Karim, 2008; and Weistroffer and Vallés, 
2008). 

8A body of literature on contagion examines these 
additional links. See, for example, Masson (1999); 
Dornbusch, Park, and Claessens (2000); and Dungey and 
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which can result from asymmetric information 
or uncertainty, generate changes in the normal 
behavior of prices and thus in the distribution of 
returns used for trading and risk management 
purposes, causing the distributions to be skewed 
and “fat-tailed” (that is, exhibit more downside 
than upside risk, the third moment or skewness; 
and more “risk” generally, the fourth moment or 
kurtosis). Also important in identifying systemic 
events are the underlying “market conditions” 
and the ability for events to further alter market 
conditions.9 For example, when the level of 
market uncertainty (measured by the implicit 
volatility of assets) is high, then even a tempo-
rary shock can lead to defaults and generate 
significant aftershocks. Similarly when investors’ 
risk appetite is low or global liquidity is tight, 
then even relatively small shocks can have large 
effects on global financial markets—and vice-
versa.10

In this chapter, three basic concepts that 
underpin the measurement of systemic risk are 
used. First, several techniques apply the notion 
that interlinkages across institutions are impor-
tant—including identifying groups of similarly 
exposed FIs and observing the effects of poten-
tial defaults of individual institutions on each 
other and the financial system as a whole.

Second, changes in the return distributions 
of FIs’ assets and equity are examined during 
periods of stress to determine the additional 
risks in the “tails” of such distributions and how 
the “tails” of a multiple institution return distri-
bution can provide more accurate measures of 
systemic risk.11

others (2005, 2006, 2007). Dungey and others (forthcom-
ing) argue that the Long-Term Capital Management/
Russian crisis in 1998 and the subprime crisis that began 
in mid-2007 have been the most contagious crises in the 
past decade, based on a sample of advanced and emerg-
ing economies in which credit and equity market daily 
data are modeled jointly across countries.

9For example, Brunnermeier and Pedersen (forthcom-
ing) discuss liquidity spirals.

10Different measures of risk appetite are discussed in 
European Central Bank (2007) and González-Hermosillo 
(2008).

11These first two notions are also taken up in  
Chapter 2.

Lastly, the observation that general “market 
conditions” matter for the existence and propa-
gation of risks through the financial system is 
used to examine periods of high vulnerability to 
shocks that may become systemic.

Since there are several concepts of systemic 
risk, it is natural to expect a collection of 
measures rather than a single all-encompassing 
index.12 Moreover, by examining systemic risk 
with several complementary approaches, a 
more comprehensive and robust assessment can 
be made to guide policies, though not every 
method can be expected to signal the same 
intensity or nature of systemic risk.

“Fundamental” Characteristics of 
Intervened and Nonintervened Financial 
Institutions

Regulators and supervisors typically use a set 
of FSIs to assess the stability of their financial 
system. Indeed, the International Monetary 
Fund (IMF) has promoted their construction 
and collection over the last several years (see 
Annex 3.1).13 As a starting point for the analy-
sis of systemic risk, it is thus useful to examine 
whether traditional FSIs were able to discern 
institutions that would eventually require gov-

12Lo (2008), for example, considers that “systemic” 
risk should be measured by leverage, liquidity, correla-
tion, concentration, sensitivities, and connectedness. The 
Group of Ten (2001) extends systemic events to include 
factors affecting the economy.

13Various studies have proposed early warning indica-
tors of impending turmoil in banking systems (e.g., 
Demirgüç-Kunt and Detragiache, 1998, 1999, 2005; Hardy 
and Pazarbasioglu, 1999; González-Hermosillo, 1999; 
Hutchinson and McDill, 1999; Hutchinson; 2002; Rojas-
Suarez, 2001; and European Central Bank, 2005). The 
IMF proposed sets of so-called “core” and “encouraged” 
FSIs (Sundararajan and others, 2002), encapsulated in 
the Compilation Guide on Financial Soundness Indicators 
(IMF, 2006), that have become essential for the macro-
prudential surveillance carried out by the IMF across 
countries. However, recent studies suggest that FSIs may 
not fully capture risks (e.g., Cihák and Schaeck, 2007; 
Poghosyan and Cihák, 2009; Bergo, 2002; and Sorge, 
2004), suggesting that FSIs need to be complemented by 
other indicators, including market data.
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ernment intervention from those that have not 
from a small sample of major institutions.14

The sample comprises 36 key commercial 
and investment banks across the world (Annex 
3.2).15 The advantage of focusing on FSIs is that 

14In this chapter, intervened institutions are assumed to 
be those that have gone bankrupt, or that have received 
government capital injections or loans, or that have had 
assets purchased by government, or that have received 
official loans to facilitate a merger or acquisition. Central 
bank temporary liquidity injections are not considered 
to be a type of intervention. Intervened institutions and 
periods of intervention are detailed in Annex 3.3.

15The insurance companies were excluded from the 
analysis given their different business lines. The rationale 
for choosing these FIs is based on their systemic impor-
tance while keeping a balanced sample representative of 
the various regions around the world. Data constraints 
also played a role, as the sample chosen was limited to 
FIs for which balance sheet and market-based data were 
available.

they are readily available and some are widely 
used by financial regulators. However, these indi-
cators are also reported at low frequencies, are 
generally static and backward-looking, and focus 
on an individual FI without much regard for 
the spillovers from other institutions. Table 3.1 
divides the sample of FIs into nonintervened 
commercial banks, intervened commercial 
banks, and intervened investment banks during 
1998:Q1–2008:Q1 (before the wave of govern-
ment intervention) and 2005:Q1–2007:Q2 
(before the start of current cycle and the begin-
ning of the subprime crisis).

The results in Table 3.1 show the following:
•	 Capital	adequacy	ratios	were	unable	to	clearly	

identify institutions requiring intervention. In 
fact, contrary to the common belief that low 
capital adequacy ratios would signal weak-
ness for a FI, all four capital adequacy ratios 

Table 3.1. Selected Indicators on Fundamental Characteristics in Financial Institutions

Nonintervened Banks Intervened Commercial Banks
Intervened U.S.  

Investment Banks

1998:Q1– 
2008:Q1

2005:Q1– 
2007:Q2

1998:Q1– 
2008:Q1

2005:Q1– 
2007:Q2

1998:Q1– 
2008:Q1

2005:Q1– 
2007:Q2

Capital adequacy (in percent)
Capital/assets 14.5 19.4 17.9*** 20.3 17.3** 19.4
Common equity/assets 3.7 4.4 6.0*** 5.7*** 3.7 3.7**
Tier 1 capital/risk-weighted assets 4.9 10.8 8.1*** 9.0 . . . . . .
Tier 1 and 2 capital/risk-weighted assets 7.3 15.8 11.0*** 12.5 . . . . . .

Asset quality (in percent)
Nonperforming loan ratio 2.3 2.3 1.4*** 1.0** n.a. n.a.
Provisions for loan losses/loans 0.1 0.1 0.2*** 0.2*** n.a. n.a.

Leverage
Debt to common equity 7.5 7.6 8.1*** 9.0*** 13.3*** 13.7***
Short-term debt1 0.4 0.5 0.7*** 0.7*** 0.7*** 0.7***

Liquidity
Loans/deposits 1.1 1.3 1.2 1.3 n.a. n.a.
Loans/assets 0.6 0.5 0.5*** 0.5*** n.a. n.a.

Earning and profit (in percent)
Return on assets 1.2 1.2 1.9*** 1.6*** 3.9*** 4.3***
Return on equity 3.6 4.8 4.1 5.3 4.1 5.3

Stock market performance
Price/earnings ratio 15.5 12.6 16.8 12.0 15.6 13.1
Earnings per share 0.6 1.0 0.6 0.9 1.3*** 2.4***
Book value per share 14.8 21.7 14.1 18.3*** 34.0*** 50.5***

Sources: Thomson Reuters; and IMF staff estimates.
Note: A t-test is performed to determine whether two samples are likely to have come from the same two underlying populations that have 

the same mean. The intervened commercial banks and the U.S. investment banks are compared to the nonintervened banks. *, **, and *** 
represent the statistically significant differences at the 10, 5, and 1 percent levels, respectively.

1Short-term and other debt payable within one year. 
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examined for intervened commercial banks 
were significantly higher than (or similar 
to) the nonintervened commercial banks as 
a whole (Figure 3.1). There are, of course, 
regional differences among nonintervened 
commercial banks. During 2005:Q1–2007:Q2, 
the capital-to-assets ratio for nonintervened 
commercial banks in Asia and the euro area 
were higher than for intervened commer-
cial banks. However this was not the case for 
FIs in the noneuro area. This suggests that 
regional differences can make direct compari-
sons problematic.16

•	 Several	basic	indicators	of	leverage	appear	to	
be informative in identifying the differences 
in the institutions, although the reasons for 
this deserve further examination. The higher 
ratios of debt to common equity, and short-
term debt to total debt in the intervened 
commercial banks and intervened investment 
banks, all indicate that these measures of 
leverage are especially informative about the 
differences (Figure 3.2).17

•	 Traditional	liquidity	ratios	are	not	very	indica-
tive of the differences between intervened 
and nonintervened institutions. In part, this is 
because these liquidity ratios may not be able 
to fully measure wholesale funding risks.

•	 Asset	quality	indicators	show	a	mixed	picture. 
Similar to the capital adequacy ratios, the 
ratio of nonperforming loans (NPL) to total 
loans for the intervened commercial banks 
has been lower than for the nonintervened 
commercial banks, indicating that NPL ratios 
are not very reliable indicators of the dete-
rioration in asset quality. However, the lower 
provisions for the loan-losses-to-total-loans 
ratio for the nonintervened commercial 

16The reasons that capital adequacy ratios are not 
always useful indicators of distress may reflect (1) dif-
ficulties in determining the actual riskiness of assets; (2) 
deficiencies in mark-to-market accounting practices; and 
(3) locating assets and contingent claims (e.g., deriva-
tives) in off-balance-sheet vehicles where they can receive 
lower risk-weights.

17Short-term and other debt payable within one year.
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Figure 3.1. Capital-to-Assets Ratio
(In percent)
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Sources: Thomson Reuters; and IMF staff estimates.
Note: The ratios of nonintervened banks, intervened banks, and intervened U.S. 

investment banks are the average of all institutions in each category.
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Figure 3.2. Ratio of Short-Term Debt to Total Debt1
(In percent)
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Sources: Thomson Reuters; and IMF staff estimates.
Note: The ratios of nonintervened banks, intervened banks, and intervened U.S. 

investment banks are the average of all institutions in each category.
1Short-term and other debt payable within one year.
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banks suggests that this is a better indicator 
than the NPL ratio.

•	 The	standard	measures	of	earnings	and	
profits show a mixed picture. While return on 
assets (ROA) for the intervened institutions is 
much higher than that in the nonintervened 
commercial banks, suggesting that elevated 
risks are associated with higher returns, 
return on equity (ROE) has not captured any 
major differences between the FIs that were 
intervened or not (Figure 3.3). This contrast 
between the effectiveness in ROA and ROE 
may reflect the high leverage ratio of inter-
vened FIs, which typically rely on higher levels 
of debt to produce profits.

•	 Stock	market	indicators	are	able	to	capture	
some differences. The price-to-earnings ratios, 
earnings per share, and book value per share 
of the intervened investment banks were 
generally higher than those in the noninter-
vened commercial banks, which suggest that 
the higher equity prices and earnings do not 
necessarily reflect healthier institutions, but 
perhaps concomitant higher risks.
This section finds that (1) risk-weighted 

capital adequacy ratios have generally not been 
informative in discerning financial firms that 
eventually required intervention (in fact, the 
intervened institutions sometimes had higher 
capital adequacy ratios than the nonintervened 
institutions); and (2) several indicators, such 
as the debt-to-common-equity ratio, short-term-
debt-to-total-debt ratio, ROA, and stock market 
indicators, have been better at discerning the 
differences between intervened and noninter-
vened institutions.

In conclusion, based on the sample of institu-
tions examined, which notably includes U.S. 
investment banks, it would be useful to include 
indicators on leverage and more on stock 
market performance on the regulatory radar 
screen, since they could provide a starting point 
for a deeper analysis of vulnerable institutions. 
Also, the center-stage focus on regulatory capital 
adequacy ratios may need to be redefined, 
especially if it can be shown that FIs were able 
to shift risks to off-balance-sheet vehicles, which 
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Figure 3.3. Return on Assets
(In percent)

Intervened U.S. 
investment banks

Nonintervened banks

Intervened banks

Sources: Thomson Reuters; and IMF staff estimates.
Note: The ratios of nonintervened banks, intervened banks, and 

intervened U.S. investment banks are the average of all institutions in each 
category.
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receive lower risk weights, and thus the risks on 
the balance sheet are underrepresenting those 
of the FI. Though the analysis here has been 
partial and cursory, others have found similar 
issues with the application of FSIs, calling for 
further improvements (see footnote 13). For less 
sophisticated institutions and general financial 
sector analysis, the FSIs can still be useful to 
signal risks.

Market Perceptions of Risk of Financial 
Institutions

Financial soundness indicators, especially 
those based on accounting balance sheet data, 
have certain limitations: they fail to anticipate 
changes in market conditions and spillovers 
from other FIs, and tend to be static and back-
ward looking. In particular, investment positions 
and bank loans that are apparently profitable at 
a given time can turn into large losses if market 
conditions deteriorate going forward. More-
over, in addition to general market conditions, 
asset prices may reflect how other FIs value 
similar assets. By contrast, these and other 
issues, including business objectives and the 
management quality of firms, are continuously 
monitored by markets and are reflected in their 
equity prices and CDS spreads, perhaps provid-
ing more sensitive assessments of the institu-
tions’ future prospects and their interactions.18 
This section investigates how markets perceive 
FIs, attempting to discern whether such market-
based measures gave any advanced knowledge 
of the impending difficulties, or if they can be 
used to determine when the disruptions become 
systemic. The analysis that follows relies on mar-
ket perceptions of the FIs’ risk and starts with 

18These spreads are quoted as a spread over the equiva-
lent maturity U.S. treasury securities for U.S. institutions. 
For institutions in various countries, they are a spread 
over the comparable government security. Note that all 
market-traded prices (CDS spreads, equity, and equity 
options) also contain a liquidity risk component—the 
risk that an investor may or may not be able to trade at a 
price close to the last traded price. Such risks rise during 
periods of stress.

simple measures using individual institutions 
before moving to more sophisticated measures 
that account for the interactions among a num-
ber of FIs.

Brief Taxonomy of Credit Risk and Tail-Risk 
Models

The different tools to assess systemic risks by 
examining FI risks, both individually and collec-
tively, are summarized in Table 3.2. One family 
of tools includes the contingent claims approach 
(CCA), which explicitly accounts for the inher-
ent uncertainty in balance sheet components, 
and links the value of equity, assets, and debt 
in an integrated way.19 Generally, this set of 
models takes the volatility of equity prices as the 
starting point and derives other risk measures 
from it.20 This approach has been widely applied 
in the analysis of credit risk, as it permits the 
estimation of asset values and asset volatility 
(that are otherwise not directly observable), 
which are used to provide an equity market-
based assessment of default risk (Box 3.1). The 
incorporation of uncertainty and asset volatility 
are important elements in risk analysis since 
uncertain changes in future asset values rela-
tive to promised payments on debt obligations 
ultimately drive default risk and credit spreads—
important elements of credit risk analysis and, 
further, systemic risk.

Another set of tools uses equity options prices 
(or equivalently, their implied volatility) as start-
ing points. Examining higher moments of equity 
options is critical to account for nonlinearities of 

19CCA is a generalization of the option pricing theory 
pioneered by Black-Scholes (1973) and Merton (1974). 
The approach is based on three principles: (1) the 
values of liabilities are derived from the value of assets; 
(2) liabilities have different characteristics (i.e., senior 
and junior claims); and (3) the value of assets follows a 
stochastic process.

20These include risk exposures in risky debt, prob-
abilities of default, distance-to-distress, the present 
value of the expected loss (i.e., the value of the implicit 
put option), spreads on debt, and the sensitivity of the 
implicit options to the change in the underlying asset and 
other sensitivity measures.
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changes of default risk and thus provides a tool 
to observe when FIs’ defaults may become sys-
temic. The option-implied probability of default 

(option-iPoD), featured below, uses equity option 
prices to infer default probabilities on individual 
FIs, with the advantage that determining when 

Table 3.2. Taxonomy of Credit Risk Models
 Univariate Measures Multivariate Measures

 
Accounting 

balance sheet

Merton 
contingent claims 
approach model Moody’s KMV Option-iPoD1

CDS-based 
PoD

Higher moments 
and multivariate 

dependence2

 Time-varying multivariate 
density distress dependence 

and tail risk3 

Calibrated using Accounting data Historical equity 
volatility4

Historical equity 
volatility

Equity option 
data

CDS and 
recovery 
rate

Equity option 
data

Individual CDS-PoDs and/or 
stock prices5

Outputs for 
individual 
institutions

(1) Financial 
soundness 
indicators; and 
(2) Other ratios

(1) Implied asset 
distribution; 
(2) Implicit put 
option; and  
(3) Credit 
spreads

EDF and EDF- 
implied CDS

(1) Univariate 
probability 
density function; 
(2) PoD; and 
(3) Probability 
of default 
hitting leverage 
threshold

PoD n.a. n.a.

Multiple 
institutions

n.a. n.a. n.a. n.a. n.a. (1) Recovers 
multivariate 
density; and  
(2) Dependence 
measures 
between 
institutions

 (1) Recovers multivariate 
density and thus common 
distress in the system: 
JPoD, bank stability index; 
(2) Distress dependence  
matrix; and (3) Probability of 
cascade effects triggered by 
particular financial institution.

Advantages Widely available Simple way to 
measure and 
analyze credit   
risk

(1) Time-varying 
volatility; and 
(2) Provides 
EDFs that can 
be mapped to 
ratings

Accounts for 
deviations from 
log-normality 
and has model-
determined 
default barrier

Measures 
map to 
disruptions 
in markets

(1) Appears to 
lead CDS; and 
(2) Generates 
systemic risk 
measures

(1) Able to use other PoDs; 
(2) Multiple outputs;  
(3) Includes linear and 
nonlinear dependence; and 
(4) Endogenous time-varying 
distress dependence

Shortcomings (1) Static 
backward 
looking; and 
(2) Accounting 
definitions can 
differ across 
countries

(1) Constant 
asset volatility 
unrealistic; and 
(2) Assumed 
default barrier

Assumed default 
barrier

Requires options 
quoted at a 
variety of strikes 
not directly 
comparable with 
one-year default 
probability 
estimates

Uncertain 
recovery 
rate

Potentially 
affected by 
government 
capital injections 
or dilution

Drawbacks attached to the 
inputs (e.g., PoDs) would 
affect the output

Estimated in 
this chapter

“Fundamental” 
Characteristics of 
Intervened and 
Nonintervened 
Financial 
Institutions

Box 3.1 Box 3.1 Box 3.2 n.a. Box 3.3 Box 3.4

Source: IMF staff.
Note: CDS = credit default swap; EDF = expected default frequency; JPoD = joint probability of distress; option-iPoD = option-implied probability of default; 

PoD = probability of default. The literature on credit-risk modeling is large; see Lando (2004) and Gray and Malone (2008), among others, for an overview of 
popular models. The table describes the features of the models presented in the chapter. Enhanced contingent claims approach models include extensions of the 
Merton model to include time-varying volatility (like MKMV) and other extensions. Some equity option-based credit risk models, such as Hull, Nelken, and White 
(2004), explicitly use two or more equity options to calibrate higher moments of the underlying asset distribution. Other equity-option-based credit risk models, 
such as Zou (2003), and option-iPoD, calibrate the entire probability density function of the underlying asset. 

1Capuano (2008).
2Gray and Jobst (forthcoming).
3Segoviano and Goodhart (2009).
4Model can use implied volatility from options.
5Model can use PoDs estimated from alternative methods, not only CDS spreads.
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Forward-looking equity market information 
can be combined with balance sheet informa-
tion to estimate risk-adjusted balance sheets that 
provide useful and timely indicators of default 
probability and credit risk.

The contingent claims approach (CCA) is a 
risk-adjusted balance sheet framework where 
equity and risky debt of a firm or financial 
institution derive their value from assets, which 
are uncertain.  The total market value of assets 
at any time is equal to the market value of the 
claims on the assets, which is represented by 
equity, and risky debt maturing at time T:

Assets = Equity + Risky Debt

Asset values are uncertain and in the future 
may decline below the point where debt pay-
ments on scheduled dates cannot be made.  In 
the CCA, the equity can be modeled and calcu-
lated as an implicit call option on the assets, with 
an exercise price equal to the promised debt pay-
ments, B, maturing in T–t periods. The risky debt 
is equivalent in value to default-free debt minus a 
guarantee against default.  This guarantee can be 
calculated as the value of a put on the assets with 
an exercise price equal to B:

Risky Debt = Default-Free Debt − Debt Guarantee

In the CCA framework, the value of the equity 
can be computed as the value of an implicit 
call option and the value of the debt guarantee 
can be modeled as an implicit put option. The 
balance sheet components can be calibrated 
by using the value of market capitalization, 
the volatility of equity, and information from 
the balance sheet to define the “distress” or 
“default barrier.”  Using two equations and two 
unknowns, the implied asset level and implied 
asset volatility can be calculated.  The credit risk 
indicators can be calculated, i.e., default prob-
abilities, spreads, distance-to-distress.  Robert C. 
Merton proposed the CCA framework and the 
simple model is known as the Merton model, 
where a constant volatility of assets is assumed. 

Example: Assuming that Assets = $100, volatil-
ity s = 0.40 (40 percent), distress barrier B = 

$75, and T = 1 (one year), then the value of 
the equity is $32.36, the value of risky debt is 
$67.63, and the credit spread is 534 basis points.

The Merton model has been extended in 
many directions, including models where the 
asset volatility is not constant.  For example, 
information from equity options can be used.  
The figure shows the implied asset distribution 
(in billions of dollars) for Citigroup in January 
2007 (calm period), October 2007 (moderate 
distress period), and February/March 2008 
(crisis period). As can be seen, the left tail skew 
is very small in the calm period (credit default 
swap [CDS] spread was 12 bps), but it increases 
in the moderate distress period (CDS spread 
was 124 bps) and is even larger in the crisis 
period (CDS spread over 200 bps).

Moody’s KMV is based on a CCA-type model.

Box 3.1. Modeling Risk-Adjusted Balance Sheets: The Contingent Claims Approach

Note: Dale Gray prepared this box.

CHAPTER 3  dETECTIng SYSTEMIC RISk

120

2.22.12.01.91.81.71.61.51.41.3
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

Pr
ob

ab
ili

ty

Asset value (trillions of U.S. dollars)

Higher default 
risk/spread

level

Default barrier

Crisis (February/March 2008)

Moderate distress (October 2007)

Calm (January 2007)

Sources: Bloomberg L.P.; Moody’s KMV; and IMF staff 
estimates.

Note: Implied asset distribution from equity option prices from 
Bloomberg for three dates and the default barrier estimated by 
Moody’s KMV.

Implied Asset Distribution: Citigroup

box fig3.1



the institution goes into default (the default 
barrier) is also derived within the model in line 
with the observation that the value of debt also 
moves with market conditions (Box 3.2). This is 
an advance over other models in which a default 
barrier is assumed to be fixed.

Two general methods are then employed 
to examine FI interdependence and thus the 
incidence of systemic risk. The first uses higher 
moments in equity and implied asset distribu-
tions calibrated from equity options. Equity 
option information can be used to calculate 
tail-risk indicators for individual institutions 
as well as between institutions. These tail risks 
encompass both the skewness and the kurtosis 
and thus adjust to stressful conditions. More 
accurate indicators of interdependence of FIs 
are obtained by “tail dependence” measures 
as compared to simple correlation measures 
(Box 3.3).21

The second method calculates a joint prob-
ability of distress (JPoD) among a group of FIs 
and then a banking stability index (BSI), which 
estimates the probability of default (PoD) of 
other FIs if one institution defaults. Instead of 
equity volatility or equity options, CDS spreads 
are used to calculate the PoD for individual 
institutions and as an input to the model, 
though the general technique could be applied 
using equity prices (Box 3.4). Once the JPoDs 
are estimated, there are three potential outputs: 
the BSI; a matrix of (pairwise) distress depen-
dencies; and the probability of one or more FIs 
becoming distressed if a specific FI becomes 
distressed. Examples of the second application 
are discussed in Chapter 2, which presents a 
matrix of distress dependencies before the crisis 
and at different periods since the crisis began 

21Although higher (Pearson) correlation coefficients 
are commonly used to measure potential spillover effects 
and systemic risks, these conventional correlations are 
inaccurate measures of dependence in the presence 
of skewed asset distributions and higher volatility. The 
standard correlation coefficient detects only linear depen-
dence between two variables, making it ill-suited for the 
examination of systemic risk when extreme events occur 
jointly and in a nonlinear fashion.

(Table 2.8). The third output, probability of cas-
cade effects whereby the distress of a particular 
FI affects another, is presented below.

One disadvantage of using market data (CDS 
spreads and equity options) to infer PoDs (or 
other tail behavior) in the current period is 
the recent extension of government financial 
guarantees on FI debt, as this can transfer risk to 
the sovereign entity—thus sharing the credit risk 
of FIs with the other debt holders. For example, 
this alters the interpretation of CDS data for 
FIs.22

The use of several different tools and super-
visory examinations to analyze similar FI risks is 
helpful because if the basic conclusions are the 
same, then policymakers will have more comfort 
in using the tools for their analysis of systemic 
risks. Moreover, since some tools may not be 
appropriate under certain conditions (e.g., 
when government guarantees are in place or 
when short-selling restrictions are imposed on 
equities), it is useful to know which techniques 
are still valid.

Measures of Risk Based on Individual Financial 
Institutions

Conditional Correlations and Cluster Analysis

A simple starting point for potential systemic 
connections among FIs is to use conditional 
correlations and cluster analysis. Observing how 
(or whether) these measures change over time 
may provide supervisors with information about 
which institutions’ failures would affect others. 
Based on a sample of 45 individual FIs, equity 
returns are used to investigate the conditional 
correlations and clusters among them during 
various intervals beginning in January 2005. 

22In principle, one reason to choose either equity-based 
information or CDS spreads to deduce PoDs would be if 
there were a lead-lag relationship showing one as provid-
ing default information earlier. Linear and nonlinear 
Granger causality tests suggest unidirectional Granger 
causality from stock returns to CDS changes, although 
there are no clear-cut dynamics in all sample cases (Baek 
and Brock, 1992; and Hiemstra and Jones, 1994). 
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The conditional correlation matrices are based 
on residual equity returns, which are free from 
world and local market effects and volatility.23 
Cluster analysis (also known as “look-alike 
groups”) attempts to determine the natural 
grouping (a “class”) that captures similarity or 
distance between observations. In particular, 
the analysis is used to determine groups of FIs 
where their residual equity returns behave in 
similar ways. These companies can then be con-
sidered to be “similar” institutions.24 The draw-
back for both correlation and cluster analysis is 
that even after controlling for world and local 
market effects and volatility, the methodology 
may not fully capture nonlinear dependencies in 
the data.25 Despite this (important) caveat, the 
conditional correlation and cluster analysis show 
a relatively higher degree of co-movements of 
most FIs during the stress periods than during 
normal periods.

Specifically, a comparison between different 
stress periods indicates the following:

23To concentrate on the extra correlation among 
these 45 institutions, three steps are taken to get residual 
returns. Specifically, first regress each institution’s equity 
return on the return on the world equity index and the 
return on the relevant local equity index, respectively. 
Thus, the data is first purged by performing the following 
regression:

ri = c + b1Wi + b2Li + resi ,

where the dependent variable r is the equity return for 
each of the institutions at time t, W represents the return 
on the MSCI world equity index and L represents the 
return on the relevant local equity MSCI index. Second, 
GARCH(1,1) models are performed to account for excess 
kurtosis and volatility clustering, resulting in new residual 
returns. Third, conditional correlations are estimated 
conditioned on negative MSCI world equity returns to 
capture more directly systemic risks.

24Though many types of cluster analysis exist, the 
agglomerative hierarchical cluster analysis is the most 
popular. This approach combines FIs into groups of 
similar institutions. The algorithm initially views each 
observation as a separate group (giving N groups each of 
size 1). The closest two groups in terms of the Euclid-
ean distance are then combined (giving N–2 groups of 
1, and one group of 2). This process continues until all 
observations are combined into one group (of N financial 
institutions). 

25As argued by Forbes and Rigobon (2002), correlation 
coefficient can be biased during periods of high volatility.

•	 The	conditional	correlations	show	that	the	
highest correlations among FIs occur in the 
period between Lehman’s bankruptcy on 
September 15, 2008 and the approval of the 
Troubled Assets Relief Program (TARP) on 
October 2, 2008.26 The period between the 
rescue of Bear Stearns and Lehman’s collapse 
ranks second in the context of high correla-
tions among institutions (Table 3.3).

•	 The	average	variance	in	three	clusters	or	
groupings of FIs rises from 1 in a normal 
period (before the Shanghai stock market 
correction) to 2.7 in the stress period (after 
the Lehman bankruptcy).

•	 The	within-class	variance	in	cluster	1,	where	
most FIs are grouped together, is 86 percent 
higher during the stress period than during 
the normal period (Table 3.4).

•	 The	tree	diagrams	in	Figure	3.4	for	the	
groups of FIs show the greater extent of cross-
border co-movement and interconnections 

26The TARP is the U.S. government program to 
purchase assets and equity from financial institutions in 
order to strengthen the financial sector. 

Table 3.3. Correlations Among 45 Financial 
Institutions During Different Stress Periods

Number of 
Coefficients within 

the Range

Correlation coefficient values 0.5–0.6 >0.6

Post approval of the Troubled Assets Relief 
Program (October 3, 2008–December 31, 
2008)

23 10

Lehman’s collapse to the approval of 
the Troubled Assets Relief Program 
(September 15, 2008–October 2, 2008)

87 68

Rescue of Bear Stearns to Lehman’s 
collapse (March 17, 2008–September 12, 
2008)

73 52

Bankruptcy of two hedge funds of Bear 
Stearns to rescue of Bear Stearns (August 
1, 2007–March 16, 2008)

41 19

Shanghai stock market correction to the 
bankruptcy of two hedge funds of Bear 
Stearns (February 27, 2005–July 31, 2007)

16 2

Before Shanghai stock market correction 
(January 3, 2005–February 26, 2007)

17 8

Sources: Bloomberg L.P.; and IMF staff estimates.
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among FIs during the stress period.27 During 
the normal period, FIs are mainly clustered 
based on geography and their primary line 
of business, as indicated by obvious divisions 
between the U.S. FIs (which are further 

27The tree diagram (dendrogram) is used to illustrate 
the arrangement of the clusters produced by a cluster-
ing algorithm. It is applied here to determine groups of 
financial institutions where their residual returns (based 
on the same data as the conditional correlation analysis) 
behave in similar ways. 

divided into U.S. investment banks in the mid-
dle of the tree in magenta and U.S. commer-
cial banks and insurance on the right-hand 
side of the tree in blue) and a combination 
of the insurance, European-Asian FIs (on the 
left-hand side of the tree in green). During 
the stress period, however, FIs are clustered 
based completely on cross-border groupings. 
In particular, the FIs cleanly divide into the 
European-Asian group (in the middle of the 
tree in magenta), a smaller group of U.S.- 
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Sources: Bloomberg, L.P.; and IMF staff estimates.
Note: A dendrogram (tree diagram) is used to illustrate the arrangement of the clusters and determine groups of financial institutions whose residual equity returns behave in 
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European-Asian FIs (on the left-hand side of 
the tree in green) and a larger combination 
of U.S.-European-Asian FIs (on the right-hand 
side of the tree in blue). In the latter group, 
the bloc contains subgroups made up of 
U.S.-European institutions and U.S.-European-
Asian groups.
In sum, although these techniques are fairly 

basic and have a number of caveats, they can 
be used to judge whether certain groups of 
institutions’ returns are perceived as being 
more similar during periods of stress, and thus 
to determine the prospects for spillovers to the 
group in the case of a single institution’s dis-
tress. Moreover, the tree diagrams can be used 
to provide a rough idea of which institutions 
are viewed by markets as having similar return 
characteristics and can show how these relations 
may change over time.

Option-iPoD

As noted earlier, and despite their broad use, 
analyses based simply on correlations are less 
than ideal when dealing with extreme downside 
movements, as fat tails tend to develop. Sev-
eral models provide a more general approach 
by looking at the characteristics of the entire 
distribution of asset returns. A number of those 
models do this univariately (one firm at the 
time). As described in Table 3.2, an impor-
tant shortcoming of these models is that they 
require the modeler to assume a specific value 
of debt, below which the institution will fail. 
This assumption is relaxed in the option-iPoD 
model as the default-barrier is determined 

within the model of univariate probability 
distributions.

Applied to five institutions during the cur-
rent crisis, the option-iPoD model would have 
provided some early warning signals of distress 
for some of the key FIs (Box 3.2). On several 
occasions prior to their respective “default 
events,” the option-iPoD jumped by a multi-
plicative factor for several of the institutions 
that have required intervention.28 Ex post, the 
pattern of warning signals suggested that Bear 
Stearns, Merrill Lynch, and Wachovia were 
perceived by markets as having a heightened 
chance of default before their difficulties were 
announced, although these signals were less 
severe for Lehman and Citigroup. Although the 
model does not give definitive signals for all five 
institutions examined, an estimated leverage 
ratio from the model shows that it diverged 
from the balance sheet measure of leverage well 
before each institution’s “default event.” This 
suggests that an estimate of the implied lever-
age may be one measure that better reflects the 
risks being undertaken by the firm on a real-
time basis than other accounting-based ratios.

The models described above still suffer from 
the limitation that they focus on individual FIs 
without addressing how groups of FIs might be 
related to one another—the key component for 
systemic risks. The sections below relax those 
constraints by jointly examining groups of FIs.

28Default events are listed in Annex 3.3.

Table 3.4. Cluster Analysis

 Before Shanghai Stock Market Correction
Lehman’s Collapse to the Approval of the 

Troubled Assets Relief Program
 (January 3, 2005–February 26, 2007) (September 15, 2008–October 2, 2008)

Cluster1 1 2 3 1 2 3
Number of institutions 31 4 10 27 10 8
Within-cluster variance of residual returns 1.31 0.77 0.89 2.45 3.04 2.60
Average variance across clusters 0.99   2.70  

Sources: Bloomberg L.P.; and IMF staff estimates.
1Three clusters are determined automatically by the clustering algorithm.
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This box introduces two new risk indicators based 
on the prices of equity-options.1 The option-iPoD 
measures the probability of default, while the option-
leverage measures the likelihood that the leverage 
ratio will cross a prespecified threshold. In the current 
crisis, these measures have performed well. 

The methodology estimates the risk-neutral 
probability density function of the value of 
the assets of an individual institution, which is 
used to obtain the probability of default, the 
option-iPoD, and the expected development of 
balance sheet variables, such as assets, equity, 
and leverage.2 

The probability density function allows one 
to compute the risk-neutral likelihood that 
the ratio of the estimated market value of 
assets to equity, the option-leverage, will cross a 
prespecified threshold. This likelihood can be 

interpreted as a forward-looking measure of 
capital-at-risk, and thus, together with option-
iPoD, might become a useful tool in the super-
vision of financial institutions.

The added value of this methodology resides 
in the relaxation of two key assumptions, typically 
imposed in related structural credit-risk frame-
works: a prespecified probability density func-
tion of the value of the assets and a prespecified 
default barrier, an assumed value below which 
the firm is expected to default. Following Kull-
back (1959) and Kullback and Leibler (1951), an 
optimization problem in which the current mar-
ket prices of equity-options represent the prob-
lem’s constraints is solved. As a consequence, a 
nonparametric density function is obtained that 
captures the well-documented deviations of asset 
prices from log-normality.3

 

Box 3.2. Option-iPoD Measures of Risk Across Financial Institutions

Note: Christian Capuano prepared this box.
1The methodology is developed in Capuano 

(2008).
2Capuano (2008) describes how to extend the 

methodology to obtain useful output for risk manage-
ment, such as an estimated credit-spread and the 
so-called Greek letters.

3This type of optimization problem is known as a 
minimum cross-entropy problem. Cover and Thomas 
(2006) discuss the statistical properties of cross- 
entropy, which, in intuitive terms, can be interpreted 
as a measure of relative distance between two prob-
ability density functions. Buchen and Kelly (1996) 
discuss a similar framework to extract a probability 
density function from equity options. Because of 
put-call parity, a well-known no-arbitrage relationship, 
researchers need to specify whether they want to use 
call or put prices (or a combination) as constraints.
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Business days to event

EventLehman Brothers, September 15, 2008
Merrill Lynch, September 15, 2008
Wachovia, September 29, 2008
Citigroup, November 24, 2008
Bear Stearns, March 14, 2008 (right scale)

Sources: Bloomberg, L.P.; and IMF staff estimates.
Note: Option-iPoD is the probability of default implied by option prices.

Option-iPoD: An Indication of Impending Failure
(Percentage change with respect to the previous day)
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The economic structure of the model fol-
lows Merton (1974).4 Most notably, instead of 
prespecifying a value for the default barrier—
which is calibrated, in general, to the current 
value of on-balance-sheet liabilities—a key 
improvement over existing methodologies is 
to use the linear independence of the option-
price constraints to treat the default barrier as 
a free parameter, and obtain a default barrier 
that is optimally estimated within the model. 

Since financial institutions carry out exten-
sive off-balance-sheet activities, an optimally 
estimated default barrier is particularly attrac-
tive for financial stability purposes because it 
allows one to estimate a market-implied capital 
structure, which in times of distress might be 
expected to significantly differ from the last 
reported balance sheet.

4In its simplest version, Merton (1974) postulates 
that the value of equity corresponds to the value of a 
call option contract written on the assets of the institu-
tion, with exercise (strike) price corresponding to the 
institution’s on-balance-sheet liabilities.

In order to investigate how this methodol-
ogy has performed during the current finan-
cial crisis, a countdown to the event has been 
constructed—starting 35 business days prior to 
their collapse—for Bear Stearns, Lehman Broth-
ers, Merrill Lynch, Wachovia, and Citigroup.5

For this purpose, the PoD implied by the price 
of equity options is estimated by focusing on 
the contract whose expiration was the closest to 
the day of the event. In addition, after optimally 
estimating the capital structure of the selected 
institutions, the likelihood that option-leverage 
would hit a prespecified threshold by the expira-
tion of the option contract is computed.6

5A robustness check would need to be conducted 
with an extended sample, including institutions that 
have not collapsed. In this sample, data availability on 
specific option contracts prevents the countdown to 
be further extended.

6While the selected thresholds cannot be directly 
compared with the Federal Deposit Insurance Cor-
poration Tier 1 leverage ratio, which is based on Tier 
1 capital, they nonetheless provide a useful insight 
on the current capital structure as perceived by the 
equity options market.
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Business days to event

Lehman Brothers, September 15, 2008
Merrill Lynch, September 15, 2008
Wachovia, September 29, 2008
Citigroup, November 24, 2008
Bear Stearns, March 14, 2008 

Sources: Bloomberg, L.P.; and IMF staff estimates.
Note: Option-leverage is the ratio of the estimated market value of assets to equity. Likelihood option-leverage > 40 for Bear Stearns and 

Lehman Brothers.

Option-Leverage: A Forward-Looking Measure of Distress
(LIkelihood option-Leverage > 30)
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Measures of Risk Based on Groupings of 
Financial Institutions

The analysis based on market perceptions 
presented thus far, based on CDS and equity 
prices, has been for individual FIs. The sec-
tions that follow address these issues from an 
aggregate perspective by looking at measures 
based on CDS and equity prices for several 
groupings of global FIs. While a formal test of 
this dynamic relationship is not performed in 
this chapter, and is reserved for future work, 
the subsections present snapshots of how vari-
ous potential measures of systemic risk appear 
to have coincided during the current crisis. 
Finally, the analysis is extended to include 
risks in emerging markets, as these countries 
were viewed by some as being “decoupled” 
during the earlier part of the crisis.

Tail Risks of Financial Institutions Based on 
Equity Options

As noted above, the notion of systemic risk 
requires moving away from traditional mea-
sures of correlation between different financial 
entities toward nonlinear, time-varying mea-

sures of dependence, particularly as financial 
markets become more integrated. In addition, 
standard correlations do not account for the 
variation over time in the degree of depen-
dence, especially during episodes characterized 
by rising uncertainty about asset prices and 
illiquidity of overall financial markets. In times 
of stress, illiquid markets sap diversification 
opportunities contributing to increased correla-
tion, making accurate estimates of the impact 
of higher volatility on asset prices difficult to 
interpret. For these reasons, the examination of 
tail dependencies is likely a better choice when 
attempting to discern systemic risks.

Since equity is the most junior contingent 
claim on the future asset performance of firms 
(equity holders are paid last from the firm’s 
profits), equity derivatives contain forward-
looking information of market participants’ 
perceptions of downside risk. Moreover, the 
information content of prices has shifted 
from price levels to higher moments such as 
the variance, skewness, and kurtosis over the 
course of the crisis as investors reposition 
themselves in response to uncertainty and 

In the selected episodes, option-iPoD has 
performed well (see figure). On several occa-
sions prior to the event, and for all institutions, 
option-iPoD jumped up by a multiplicative factor. 
Ex post, the pattern of warning signals seems 
to have been particularly informative for Bear 
Stearns, Merrill Lynch, and Wachovia, while less 
so for Lehman Brothers and Citigroup.

The analysis of the likelihood that option - 
leverage will cross a specific threshold pro-
vides an economic interpretation of these 
events (see figure). During the countdown, 
the divergence between the reported balance 
sheet and the estimated capital structure 
of the selected institutions became more 
pronounced. 

This appears particularly true for Bear Stearns 
and Lehman Brothers, suggesting that markets 
might have been aware of the significantly weaker 
liability structure of these investment banks and 
of the associated potential risks. Early during the 
countdown, this divergence also became evident 
for Citigroup and Wachovia. 

In consideration of the forward-looking 
nature of this methodology, the proposed risk 
indicators appear to have been performing well 
during the current crisis, providing early warn-
ing signals of distress. When complemented 
with other market and nonmarket information, 
option-iPoD and option-leverage might become a 
useful tool for the daily surveillance of finan-
cial and nonfinancial institutions.
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information asymmetries (Kim and Verrec-
chia, 1997). Thus, this section uses implied 
volatilities from at-the-money equity options 
to examine simultaneous co-movements in the 
left-hand tails of the equity distribution as a 
measure of “tail dependence” and the magni-
tude of systemic risk.29 Implied volatilities can, 
in principle, be more revealing of information 
pertinent to systemic risks than equity prices 
alone. More specifically, the combined prob-
ability of the average co-movement as well as 
very large negative shocks to several financial 
institutions can be estimated (Box 3.3).

The examination of multivariate dependence 
highlights two periods of high systemic risk 
induced by large tail events—the buildup prior 
to the subprime fallout (June 2007) and the 
largely coincident period associated with the 
collapse of Lehman Brothers (September 2008). 
Extreme co-movements of equity prices (Fig-
ure 3.5) did not follow but preceded the bailout 
of Bear Stearns. From a visual inspection, 
the results also seem to indicate that higher 
moments from equity price data may lead 
price data on credit-sensitive assets and implied 
default probabilities of CDS spreads, though 
more thorough analysis will need to be done to 
verify this claim.

These indicators also show that systemic risk 
has been increasing since February 2007. Aver-
age dependence among the global sample of 
banks and insurance companies (Core 1 and 
Core 2) increased by almost 30 percent, while 
joint tail risk declined by about the same order 
of magnitude (Figure 3.6), indicating that co-
movements of large changes in equity volatility 
occur more frequently. This means that extremes 
(and aberrant swings in equity risk) have 
become the norm rather than the exception 
over the last year. As average dependence con-
tinues to increase above the historical trend, the 

29Note that the use of implied volatilities from out-of-
the-money equity put options would be a superior input 
variable for our approach. Due to the lack of continuous 
prices on non-U.S. banks, we have chosen at-the-money 
options instead.
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Figure 3.5. U.S. and European Banks: Joint Tail Risk
of Implied Volatilities

Sources: Bloomberg, L.P.; and IMF staff estimates.
Note: Sample period: 5/18/2005–12/31/2008 (946 obs.) of implied volatility 

derived from at-the-money equity put options of three banks in each the United 
States and Europe. Rolling window (one year) estimation with bi-monthly updating. 
The line shows the estimated joint tail dependence (“asymptotic tail behavior”) 
based on a nonparametric specification of a trivariate extreme value distribution 
(logistic model) with a convex dependence function whose upper/lower limits are 
derived under complete dependence/independence. U.S. banks = Bank of America, 
Citigroup, and JPMorgan Chase & Co. European banks = Deutsche Bank, Royal 
Bank of Scotland, and UBS. CDS = credit default swap.
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recent surge of tail risk (from historic lows)—
together with the sharp increase in skewness 
and kurtosis—represents elevated systemic risks. 
In sum, these indicators of systemic risk appear 
to have detected rising, and now elevated, risk, 
potentially providing some advance notice for 
policymakers.

Common Distress in the System and Cascade 
Effects

This section models the joint distress among 
several specific groups of FIs using a slightly dif-
ferent technical approach than the one above 
(Segoviano and Goodhart, 2009). The joint 
statistical distribution of the implied asset values 
of a group of FIs—the financial system multivari-
ate density (FSMD)—implicitly characterizes both 
the individual and joint asset value movements 
of a chosen portfolio of FIs (see Box 3.4).30 The 
FSMD thus captures interdependence among 
the FIs’ distress proxy variable (the probability of 
default), which captures the FIs’ linear (correla-
tions) and nonlinear distress dependence and 
their changes throughout the economic cycle, 
reflecting the fact that dependence increases 
in periods of distress—a key technical improve-
ment over traditional risk models. Using the joint 
(multivariate) distribution, other measures of 
financial stability can be derived: (1) common 
distress of the financial institutions in a system; 
(2) distress between specific institutions; and (3) 
distress in the system resulting from distress in a 
specific institution.31 The three measures repre-
sent an advantage over the analysis of any single 
one of them, since one can identify how risks 

30The FSMD is recovered using a particular technique, 
the consistent information multivariate density optimiz-
ing (CIMDO) methodology (Segoviano, 2006), which is 
a nonparametric framework based on the cross-entropy 
approach (Kullback, 1959). 

31The second measure—distress between specific 
institutions—is analyzed in Chapter 2. These conditional 
probabilities, summarized in a distress dependence 
matrix, should not only be seen as an indication of 
bilateral stress among FIs, since the overall dependen-
cies across the institutions in the sample are included 
in the multivariate distribution from which the matrix is 
constructed.
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Rolling window (one year) estimation with bi-monthly updating. The gamma parameter represents 
the shape parameter of the generalized extreme value distribution, estimated via the linear ratio of 
spacings method. The higher the tail shape parameter (“gamma”), the greater the univariate tail 
risk. The entropy-based correlation coefficient is based on the expected mutual information and 
the joint distribution of individual entropies of each constituent time-series vector. It represents 
the nonparametric estimate of general multivariate dependence. In contrast, the nonparametric 
estimate of multivariate extreme value dependence represents the joint tail risk of ordered 
maxima. For Core 1 and Core 2 Groups, see Annex 3.2.
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This box describes the use of equity options to evalu-
ate the magnitude of systemic risk jointly posed by 
financial institutions based on a measure for the joint 
tail dependence across institutions and their average 
co-movement.

If firms are leveraged, the seniority of credi-
tors implied by the capital structure suggests 
that equity is the most sensitive contingent 
claim on asset performance. Thus, we would 
expect equity prices in cash and derivatives 
markets to reflect even small changes in expec-
tations of default risk.1 This becomes even more 
important during times of stress, when the abil-
ity to use options as forward looking measures 
to hedge the downside risk of equity is more 
valuable (Gray and Jobst, forthcoming). 

Recent research finds that if the volatility of 
equity prices is negatively skewed (left-tailed), so 
are the implied underlying asset distributions, 
which in turn are related to default risk (see 
Box 3.1). Thus, higher moments of equity price 
dynamics better account for nonlinearities of 
changes in default risk if large risk exposures 
become more frequent than suggested by the 
assumption of normal distributions. This means 
that accounting for higher moments of equity 
options can deliver important insights about sig-
nificant changes in asset values of firms, which, 
in the presence of fat tails, results in a higher 
probability of default, and thus, higher spreads 
(Zou, 2003). Fat tails would indicate that market 
perception of severe downside equity risk has 
increased, and estimating economic capital 
based on volatility alone becomes unreliable, 
upsetting the basic tenets of the risk-based regu-
latory framework.  

Since the concept of conventional correlation 
can give misleading information about systemic 

Note: Dale Gray and Andy Jobst prepared this box.
1Since the capital structure of firms establishes a 

natural linkage between the cost of insuring against 
default risk (via credit default swap spreads), on one 
hand, and claims on future earnings (via equity), on 
the other, changes in expectations of future firm per-
formance influence the market values of both.

risks if distributions are skewed, it is important 
to use higher moments (derived from individual 
firms’ equity options) to obtain nonlinear mea-
sures of dependence (Jobst, 2007a). Two models 
accounting for time-varying dependence are 
presented: (1) multivariate extreme value depen-
dence (based on a limit law for joint asymptotic 
tail behavior); and (2) a dependence measure 
based on “entropy,” which is a measure disper-
sion. While the former measures changes of 
joint tail risk, the latter delivers a nonparametric 
estimate of general multivariate dependence. 

First, a nonparametric measure of joint tail 
dependence based on multivariate extreme 
value theory is defined in order to quantify the 
possibility of common extreme shocks (Coles, 
Heffernan, and Tawn, 1999; Poon, Rockinger, 
and Tawn, 2004; Stephenson, 2003; and Jobst, 
2007b). As an integral part of this approach, 
this dependence structure links the univariate 
marginal distributions in a way that formally 
captures joint asymptotic tail behavior. Using 
the empirical distribution avoids problems 
associated with modeling specific parameters 
that may or may not fit these distributions 
well—a problem potentially exacerbated dur-
ing stressful periods.2 This method of mea-
suring “tail dependence” is better suited to 
analyzing extreme linkages of multiple entities 
than the traditional (pairwise) correlation-
based approach.

Second, average dependence in the multi-
variate case based on the concept of entropy is 

2This approach is distinct from previous studies 
of joint patterns of extreme behavior. For instance, 
Longin (2000) derives point estimates of the extreme 
marginal distribution of a portfolio of assets based on 
the simple correlation between the series of individual 
maxima and minima. However, in the absence of a 
principled standard definition of order in a high-
dimensional vectorial space, the simple aggregation of 
marginal extremes (without considering a depen-
dence structure) does not necessarily concur with the 
joint distribution of the extreme marginal distribu-
tions. See also Embrechts, Lindskog, and McNeil 
(2003) regarding this issue.

Box 3.3. Higher Moments and Multivariate Dependence of Implied Volatilities from Equity Options 
as Measures of Systemic Risk
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are evolving and which groups of institutions or 
a single institution may suffer from the distress 
of another. This methodology can be flexibly 
implemented, since the PoDs of individual FIs 
represent the input variables, which can be 
estimated using alternative approaches. Although 
in this exercise we used PoDs derived from CDS 
spreads, it would be straightforward to replace 
these input variables. This approach is also used 
to analyze the joint risks across banks in advanced 
economies and emerging market sovereigns for 
countries where such banks have large exposures 
(see Annex 1.3 in Chapter 1).

Common distress in the system: JPoD and BSI. 
Two variables are employed to analyze common 
distress: the JPoD, and the BSI. These show larger 
and nonlinear increases in distress for groups of 
FIs than for the individual component FIs.32 Esti-
mations of the JPoD and the BSI are performed 
from January 1, 2005 to December 31, 2008 and 
include major U.S., European, and Asian banks, 
which were grouped in alternative ways in Annex 
3.2. The JPoD variable measures the joint probabil-
ity of distress of all the institutions in the sample, 
and the BSI measures the expected number of 
other institutions that would fall into distress if a 
specific institution were to default.

32See Segoviano and Goodhart (2009) for definitions.

The results indicate that distress in one FI is 
associated with a high probability of distress else-
where. Moreover, movements in the JPoD and 
BSI coincide with events that were considered 
by the markets to be particularly disruptive on 
specific dates (Figure 3.7). Risks also vary by the 
geographical location and business line of the 
FI in the various groups (Figure 3.8). Distress 
dependence across FIs rises during times of 
crisis, indicating that systemic risks, as implied 
by the JPoD and the BSI, can rise faster than 
idiosyncratic (individual) risks. Figure 3.9 shows 
that this is the case—daily percentage changes 
of the JPoD are larger than daily percentage 
changes of the average of individual PoDs. This 
empirical fact provides evidence that in times of 
distress, not only do individual PoDs increase, 
but so does distress dependence. Therefore, 
measures of financial stability that are based on 
averages or indices could be misleading.

Cascade effects. Another use of the joint prob-
ability distribution is the probability of cascade 
effects, which examines the likelihood that one 
or more FIs in the system become distressed 
given that a specific FI becomes distressed. It is a 
useful indicator to quantify the systemic impor-
tance of a specific FI, since it provides a direct 
measure of its effect on the system as a whole. 
As an example, the probability of cascade effects 

investigated. Since the entropy of a set of vari-
ables is maximized if observed data are uniformly 
distributed, minimizing joint entropy indicates 
the maximum degree of dependence. In order 
to derive an overall measure of dependence 
between several variables (called “expected 
mutual information”), the effects of lower depen-
dences are eliminated from the sum of both the 
overall entropy and the individual entropy of 
each financial institution’s univariate marginal 
distribution by subtracting all joint entropies that 
do not include all variables (Preuss, 1980; and 
Theil, 1969). A scaled entropy-based measure 
of dependence (called “entropy correlation”) 

can then be computed based on the reciprocal 
of the marginal contribution of each univariate 
entropy to the expected mutual information and 
analyzed. This method is suitable to extend the 
concept of “average dependence” to the multi-
variate case.

In the chapter, both models are applied to 
the implied volatilities of at-the-money equity 
put options of all financial institutions in our 
samples (Core 1 and 2). Our main findings 
confirm that both models yield complementary 
findings that provide comprehensive and timely 
information about the magnitude of systemic 
risk and possible developments going forward. 
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Figure 3.7. Joint Probability of Distress (JPoD) and 
Banking Stability Index (BSI): Core 2 Group

BSI
(Number of FIs, left scale)

1 234

JPoD
(Probability of default, percent, right scale)

Events:
1. Bear Stearns episode (3/11/08)
2. Lehman bankruptcy and AIG bailout (9/15-16/08)
3. TARP bill failure (9/30/08)
4. Global central bank intervention (10/8/08)

Sources: Bloomberg L.P.; and IMF staff estimates.
Note: FIs = financial institutions. TARP = Troubled Assets Relief Program. For 

Core 2 Group, see Annex 3.2.
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Figure 3.8. Joint Probability of Distress and 
Banking Stability Index: By Geographic Region 

Sources: Bloomberg L.P.; and IMF staff estimates.
Note: For financial institutions (FIs) in each region, see Annex 3.2.
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is estimated given that Lehman or AIG became 
distressed. These probabilities reached 97 and 
95 percent, respectively, on September 12, 2008, 
signaling a possible “domino” effect in the days 
after Lehman’s collapse (Figure 3.10). Note that 
the probability of cascade effects for both insti-
tutions had already increased by August 2007, 
well before Lehman collapsed.

Identifying Systemic Risks Through 
Regime Shifts

The next objective is to examine when the 
JPoD and the BSI, as aggregate measures of FIs’ 
stability, switch from low- and medium-volatility 
regimes into a high one, and vice-versa (Hesse 
and Segoviano, forthcoming). Remaining in the 
high-volatility regime could indicate that the 
crisis has become systemic. From this perspec-
tive, the BSI is of particular interest, in that it 
measures the expected number of distressed 
institutions given that at least one institution 
becomes distressed.

The univariate Markov-Switching autoregres-
sive conditional heteroskedacticity (SWARCH) 
model developed by Hamilton and Susmel 
(1994) is used.33 The models are based on 
daily data in first differences from January 1, 
2006 to December 31, 2008. Figure 3.11 (first 
panel) shows the SWARCH model using the BSI 
measure for the Core 1 group of banks (United 
States, Europe, and Asia) and the probability 
of being in the high-volatility state. The results 
show the following:
•	 After	the	beginning	of	the	subprime	crisis,	the	

model only oscillates between the high and 
medium states, while the precrisis period was 
characterized by a low-volatility regime.

•	 The	model	enters	the	high-volatility	state	in	
late July 2007—the beginning of the subprime 
crisis—and the variations into and out of this 

33This model allows for a time-varying variance and 
state-dependent ARCH parameters—features that are 
present in the types of financial data underpinning the 
BSI and JPoD. Moreover, the technique allows the data to 
determine the transition across the regimes rather than 
the researcher making an ad hoc determination.
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Figure 3.9. Daily Percentage Change: Joint and 
Average Probability of Distress, Core 2 Group

JPoD Core 2
Average Core 2

Sources: Bloomberg L.P.; and IMF staff estimates.
Note: JPoD = Joint probability of distress. For Core 2 institutions, see Annex 3.2.
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This box provides details about how the 
financial system multivariate density (FSMD) 
is obtained from the data, demonstrating the 
advantages of the consistent information multi-
variate density optimizing (CIMDO) technique 
relative to other more traditional ones.

The FSMD embeds the banks’ distress 
dependence structure, characterized by the 
CIMDO-copula function (Segoviano, forthcom-
ing), which captures linear (correlations) and 
nonlinear distress dependence among the finan-
cial institutions in the system, and their changes 
throughout the economic cycle, reflecting the 
fact that dependence increases in periods of 
distress. These are key technical improvements 
over traditional risk models, which usually 
account only for linear dependence that is 
assumed to remain constant over the cycle or a 
fixed period of time.1

Empirically, the CIMDO methodology is a 
tool to recover the FSMD and hence to acquire 
the joint relationships across the individual 
financial institutions at the portfolio level. As 
such, it requires as inputs (exogenous vari-
ables), measures of the probabilities of default 
(PoDs) of individual financial institutions that 
represent the financial system, which can be 
estimated using alternative approaches; for 
example, the structural approach, option prices 
and credit default swap (CDS) spreads. The 
underlying data for use in the CIMDO approach 
are important, as the results are a reflection 
of the input data. Athanasopoulou, Segoviano, 
and Tieman (forthcoming) present an extensive 
empirical analysis of different versions of the 
structural approach and the CDS approaches to 

Note: Miguel Segoviano prepared this box.
1Segoviano (forthcoming) shows that the structural 

approach produces, at times, estimates that appear 
inconsistent with actual default probabilities due 
to problems related to lack of liquidity in certain 
markets and generalized risk aversion in times of 
distress. Credit default swaps-probabilities of default 
also appeared to be affected by these problems, and 
at times they overshoot. However, although the magni-
tude of the moves may occasionally be unrealistic, the 
direction is usually a good distress signal.

assess their estimates of the PoD. Our analysis 
shows that while no approach is free of issues, 
the CDS-PoDs appear to be a good distress 
signal. For this reason, the FSMD in this paper 
uses CDS-PoDs. However, further statistical 
analysis to improve the estimation of individual 
PoDs is ongoing. Thus, if a better approach is 
found, it is straightforward to replace the cho-
sen PoDs with another set. 

The CIMDO starts with a formal, parameter-
ized distribution of the financial institutions’ 
input data (a prior) and then arrives at a 
final distribution (the posterior) by impos-
ing constraints that assure that the overall 
multivariate distribution contains marginal 
probability densities that satisfy the constraints 
associated with the PoDs of each of the constitu-
ent financial institutions. CIMDO-recovered 
distributions outperform the most commonly 
used parametric multivariate densities in the 
modeling of portfolio risk under the probability 
integral transformation criterion (a measure 
of how well densities approximate the under-
lying data). This is because when recovering 
multivariate distributions through the CIMDO 
approach, the available information embedded 
in the constraints is used to adjust the “shape” 
of the multivariate density. This appears to 
allow the distribution to more closely adapt to 
the changes in entire distribution over time, 
but particularly in the tail of the distribution, 
relative to other approaches, which adjust the 
“shape” of parametric distributions via fixed sets 
of parameters.

Once the CIMDO density is estimated, its 
copula function is recovered. Note that this is 
an inverse approach to the standard copula 
modeling, which first chooses and parameterizes 
the copula function and then “couples” margin-
als to define multivariate densities. Indeed, the 
standard approach to model parametric copula 
functions is difficult to implement, since model-
ers have to deal with the choice, proper specifi-
cation, and calibration of the copula functions. 
In contrast, the CIMDO methodology does not 
require the modeler to choose ex ante a copula 
function to define distress dependence; that is, 
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state are mostly coincident with the periods in 
which there are large central bank interven-
tions and new policy initiatives, and unsurpris-
ingly, the Lehman closure.

•	 In	two	cases	of	the	five	variations	exam-
ined (Figure 3.11, panels 2 and 3) there 
is a movement into the high-volatility state 
in late February 2007. As discussed before, 
this corresponds to the sharp Shanghai 
stock market correction as well as the first 
abrupt ABX (BBB) price decline of subprime 
mortgages.34

•	 There	are	some	differences	in	2008	between	
U.S. investment banks and European banks 
(Figure 3.11, panels 4 and 5). The latter 
appear to be in the high-volatility state most 
of the time, which could be explained by the 
higher variance of their BSI.
Overall, the SWARCH models are useful 

analytical tools to discern when aggregate mea-
sure of FIs’ stability (in this case, the BSI and 
JPoD) switch volatility regimes. Persistent high-
volatility states such as the first months of the 
subprime crisis, the months surrounding the 

34These two events were roughly coincident. While it is 
difficult to prove whether they were related events, they 
appear be consistent with the rebalancing portfolios by 
investors with high-yield positions.

Bear Stearns rescue, and the Lehman episode 
suggest that the financial system had entered a 
systemic crisis, while until Lehman’s collapse, 
many commentators thought the crisis was 
contained. Of course, this method should not 
be used in isolation but be complemented by 
other systemic risk indicators. While the JPoD 
and BSI indicators measure different attributes 
of systemic risk, i.e., the joint probability of 
distress versus the conditional expectation of 
distress probability, it is reassuring that the 
main crisis events are picked up by both data 
series. For some of the events studied, notably 
the February 2007 episode, the threshold of 
volatility only stays in the high mode for a short 
period of time, making it difficult, ex ante, 
to tell whether the financial system was going 
to remain in this elevated volatility state and 
whether it had thus entered a systemic crisis.

Role of Global Market Conditions During 
Episodes of Stress

This section examines how various proxies 
for global market conditions can influence the 
incidence of systemic risk.35 As noted above, 

35See González-Hermosillo and Hesse (forthcoming).

the form of the copula function is defined by 
the data. Thus, the CIMDO-copula provides key 
improvements and avoids drawbacks implied 
by the use of standard parametric copulas as it 
incorporates, endogenously, changes in distress 
dependence and avoids the imposition of con-
stant correlation parameters. 

However, the CIMDO-copula maintains the 
benefits of the copula approach to model 
dependence: first, it describes linear and 
nonlinear dependencies among the variables 
described by the CIMDO-density; and second, 
it characterizes the dependence structure 
along the entire domain of the CIMDO-density. 
Nevertheless, the dependence structure char-

acterized by the CIMDO-copula appears to be 
more robust in the tail of the density, where 
our main interest lies, that is, to characterize 
tail risk dependence. 

By recovering the FSMD, which embeds 
financial institutions’ distress dependence, Sego-
viano and Goodhart (2009) can produce three 
measures that allow policymakers to examine 
different aspects of systemic risk. This permits 
policymakers to identify not only how com-
mon risks are evolving, but also where distress 
might most easily develop and how distress in a 
specific institution can affect other institutions, 
thus enabling them to make an assessment of 
the stability of the financial system. 
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the value of assets on the books of FIs are 
highly dependent on the underlying financial 
environment—such factors as the interest rate 
environment (low or high) or the level of risk 
appetite—and, as such, global market conditions 
are thus important in determining their market 
value and ultimately the strength or weakness 
of financial institutions and the probability of a 
systemic episode.

Markov-Regime Switching Analysis

Markov-regime switching techniques take an 
integrated approach to analyzing financial stress. 
The SWARCH model of Hamilton and Susmel 
(1994) is particularly well-suited for the purpose 
since it differentiates between different volatil-
ity states (e.g., low, medium, and high), derived 
from the time-varying nature of volatility that 
occurs in many high-frequency financial vari-
ables, particularly during times of stress.36

A SWARCH model of the euro-U.S. dollar forex 
swap reveals that the variable moves from a low- to 
a medium-volatility regime in the beginning of 
August 2007 before entering the high-volatility 
state right after the Lehman collapse in September 
2008, remaining there until the end of November 
2008 (Figure 3.12). Many non-U.S. banks, espe-
cially European ones, faced a shortage of U.S. 
dollar funding for their conduits and structured 
investment vehicles from the summer of 2007 
onward. As the interbank market for dollar fund-
ing dried up due to heightened counterparty and 
liquidity risks, these banks increasingly engaged 
in foreign exchange swap arrangements (Baba, 
Packer, and Nagano, 2008), leading to higher 
volatility.37 The move of the forex swap into the 

36Univariate SWARCH models are adopted here with 
variables in first differences to account for the nonsta-
tionarity of the variables. The mean equation is an AR(1) 
process and the variance is time-varying with the ARCH 
parameters being state dependent. 

37In particular, both euro and sterling were used as 
the funding currencies for the dollar foreign exchange 
swaps. The spillovers from the interbank market to the 
foreign exchange swap market led to a situation whereby 
foreign exchange swap prices deviated from that implied 
by covered interest parity conditions. With the turbu-
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Figure 3.11. Markov-Regime Switching ARCH Model:
Joint Probability of Distress and Banking Stability Index

Sources: Bloomberg L.P.; and IMF staff estimates.
Note: JPoD = joint probability of distress; BSI = banking stability index. For Core 

1 and Core 2 groups, see Annex 3.2.
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high-volatility state on September 15, 2008 reflects 
the sharp increase in counterparty risk after the 
Lehman failure, a sizable dollar shortage with mar-
gins and haircuts increasing across the board, and 
the breakdown of the LIBOR market.

Turning to the VIX, Figure 3.13 shows the 
results of a daily SWARCH model from 1998 
to end-2008.38 The probability of being in the 
high-volatility state varies considerably, spiking 
during previously identified episodes of instabil-
ity. Indeed, the findings show the switch to the 
high-volatility regime in late February 2007 when 
the Chinese stock market corrected sharply and 
the first round of ABX (BBB) price declines 
occurred, suggesting a potential warning sign 
of systemic fragilities. The Lehman event then 
triggered a rapid movement of the VIX into the 
high-volatility regime, where it remained until the 
end of the sample period. Since the beginning of 
the subprime crisis, the VIX has only oscillated 
between the medium- and high-volatility regimes, 
in contrast to the predominantly low-volatility 
regime predominant during 2003–07.

The SWARCH model is also estimated for the 
three-month TED spread (Figure 3.14).39 This indi-
cator of short-term bank credit risk moved decid-
edly into a high-volatility regime during the summer 
of 2007 and persisted there for much of 2008.

Several of the measures examined (the VIX 
index and the TED spread) also pick up other 
periods of stress in global financial markets, such 
as Russia’s default and Long-Term Capital Man-
agement crisis in August/September 1998, the 

lence becoming more persistent, many non-U.S. financial 
institutions also increasingly engaged in the longer-term 
foreign exchange swaps. This episode especially high-
lighted the international interconnectedness of banks’ 
funding requirements through foreign exchange swap 
markets and their impaired liquidity.

38The VIX, the Chicago Board Options Exchange 
volatility index, is a measure of the implied volatility 
of S&P 500 index options over the next 30 days and 
calculated from a weighted average of option prices. The 
model based on VIX is estimated in first differences due 
to nonstationarity. This suggests that it may be useful to 
examine higher than second moments in the probability 
density function. 

39The TED spread is the difference between the three-
month LIBOR and the three-month treasury bill rate. 
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Figure 3.12. Euro-Dollar Forex Swap

Beginning of 
subprime crisis

Lehman’s failure

Sources: Bloomberg, L.P.; JPMorgan Chase & Co.; and IMF staff estimates.
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Figure 3.13. Markov-Switching ARCH Model of VIX
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liquidity shock of 9/11, and other episodes of 
crisis in emerging markets as well as the dot-com 
bubble and the WorldCom scandal.40 While the 
recent persistence of the high-volatility period 
for the TED spread is unprecedented over the 
past decade, that for the VIX is not, suggesting 
a greater relative stress in credit markets during 
this crisis episode.

The analysis is extended to include the 
interaction of risks with emerging markets 
that, as discussed in Chapter 1, have been a 
key link during the latter stages of the crisis. 
In particular, the interconnection between 
financial markets in advanced economies and 
emerging markets is examined in Box 3.5. The 
results show that problems in advanced econo-
mies readily spilled over into emerging markets 
as investors sought the safest and most liquid 
global assets. Similarly, an extension of the 
approach in Box 3.4 is used to examine cross-
country vulnerabilities between emerging mar-
ket sovereigns and specific banks in advanced 
economies with a large regional presence in 
those countries (see Annex 1.3 in Chapter 1), 
finding such spillovers increased dramatically 
throughout the crisis.

While not integrated with the measures in 
the sections above, the regime-shifting model 
can add to the assessment of systemic risks by 
overlaying the results to see if multiple mea-
sures demonstrate high levels of volatility simul-
taneously (Figure 3.15). The results show that 
the global market indicators examined here 
sometimes do not remain in the high-volatility 
state for long, with some exceptions such as the 
TED spread. This suggests they should be used 
in combination with other tools to help policy-
makers detect systemic crises.

40Robustness tests were performed by estimating the 
model prior to the Lehman collapse. It also signaled a 
high probability of being in a high-volatility state over this 
period. It is worth noting that several relevant data series 
(such as CDS) did not exist prior to the early 2000s.
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Figure 3.14. Markov-Switching ARCH Model of TED
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This box examines the financial interlinkages between 
advanced and emerging market countries during the 
financial crisis.

Although standard correlations are typically 
flawed methods of examining spillovers and the 
potential for systemic risks to spread, a dynamic 
conditional correlation (DCC) generalized 
autoregressive conditional heteroskedasticity 
(GARCH) model by Engle (2002) can be used to 
avoid many of the pitfalls.1  To examine the inter-
linkages between advanced and emerging market 
countries, the model is applied for the sample 
period 2003–08 (Frank and Hesse, forthcom-
ing). A few pertinent variables are used in order 
to analyze the co-movements: the three-month 
U.S. LIBOR-OIS (overnight index swap) spread, 
proxying for funding liquidity and general stress 
in the interbank market segment; the S&P 500 
as well as bond spreads; and stock market and 
credit default swap (CDS) measures for some 
selected emerging market countries or indices.

The findings suggest that implied correlations 
between the LIBOR spread and Emerging Mar-
kets Bond Index Plus (EMBI+) bond spreads of 
Asian, European, and Latin American countries 
sharply increase after the subprime crisis (see 
first panel of figure). In addition, the Chinese 
stock market correction in February 2007 led to 
a temporary spike of the correlation measures 
from 0.20 to almost 0.50. The Lehman collapse 
caused the largest increase of co-movements 

Note: Heiko Hesse prepared this box.
1The variables in the daily DCC multivariate 

GARCH framework are in first differences to account 
for nonstationarity during the crisis period. In addi-
tion, the S&P 500 is included in order to account for 
common shocks. The models are extended to account 
for explicit structural breaks using Capiello, Engle, 
and Sheppard (2006). Using the same methodology, 
Frank, González-Hermosillo, and Hesse (2008) exam-
ine the transmission of liquidity spillovers across asset 
markets in the United States during the subprime 
crisis.

between these variables. Similarly, according to 
the second panel of the figure, the relationship 
between the S&P 500 and the EMBI+ regional 
bond spreads encounters a potential break 
during the Chinese episode, then correlations 
increase from the beginning of the subprime 
crisis and reach their peak after the Lehman 
failure. In terms of regional differences, it 
appears that the magnitude of co-movements 
between the S&P 500 and the EMBI spread for 
Latin American countries dominates the other 
regional spreads. 

The third and fourth panels of the figure 
examine possible individual country interlink-
ages. The LIBOR spread is related to sovereign 
bond and sovereign CDS spreads of the emerg-
ing market countries of Brazil, Russia, and Tur-
key. As before, the Chinese episode in February 
2007 is evident and so are the subprime and 
the Lehman collapse in increasing correlation 
magnitude order. The Bear Stearns rescue in 
March 2008 also becomes visible, with co-move-
ments sharply reversing their downward trend 
prior to that.

Overall, the findings from the DCC GARCH 
models indicate that the notion of possible 
decoupling (in the financial markets) had been 
misplaced. It is true that emerging market stock 
markets reached their peak in November 2007 
and later, but interlinkages between funding 
stress and equity markets in advanced econo-
mies and emerging market financial indicators 
were highly correlated and have seen sharp 
increases during specific crisis moments. Given 
the interconnectedness of global financial mar-
kets, investors’ increase in global risk aversion 
from problems in advanced economies rapidly 
spilled over into emerging market countries, as 
investors sought to pull out from those coun-
tries and only invest into the safest and most 
liquid assets in their home countries such as 
government bonds.
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Policy Implications

For those responsible for safeguarding finan-
cial stability, monitoring measures of systemic 
stress is now critical. This crisis has highlighted 
the dangers of focusing supervisory practices 
and risk management simply on ensuring that 
individual institutions are adequately capital-
ized and capable of surviving reasonable stress 
events. The current crisis has demonstrated that 
a systemic approach is now urgently needed, 
since complex financial systems can potentially 
amplify the actions of single firms to a degree 
that can have damaging collective effects. 
Indeed, a seemingly well-capitalized and liquid 
institution can nevertheless become distressed 
through the actions of its peers, a “run” by 
wholesale creditors, or even contagious declines 
of equity values.

The issue now facing authorities is not whether 
to attempt to identify systemic risks, but how 
best to do so in an interconnected global finan-
cial system with incomplete information. This 
chapter has reviewed and developed both bal-
ance sheet and market-based indicators to assess 
the degree to which they gave some degree 
of forewarning of either a particular institu-
tion’s impending failure, or of severe knock-
on effects. Some of the advanced techniques 
presented here are new and therefore more 
analysis is needed before a definitive judgment 
as to the optimal set of measures can be made. 
Indeed, given the complexity of the nature of 
systemic risks, it would be prudent to use vari-
ous techniques and measures in order to arrive 
at robust results. A number of recommenda-
tions flow from the results.

Financial Soundness Indicators

Mixed results were found regarding the stan-
dard FSIs’ ability to highlight those firms that 
proved to be vulnerable. Basic leverage ratios 
were most reliable, while capital-to-asset ratios 
(including risk-adjusted ratios) and nonper-
forming loan data proved of little predictive 
power. In the current crisis, key vulnerabilities 

have been unanticipated due to off-balance-
sheet exposures and lenders’ dependence 
on wholesale funding. Indeed, many “failed” 
institutions still met regulatory minimum 
capital requirements. However, FSIs are still 
helpful in assessing individual and systemic 
vulnerabilities when reliable market data may 
not be available—particularly in less-developed 
financial markets—as they can provide both an 
indication of rising vulnerabilities and a check 
when other information reveals weaknesses. 
For countries with more sophisticated sources 
of information, FSIs could be usefully reevalu-
ated, perhaps refocusing them on basic lever-
age ratios and ROA as a proxy for risk-taking. 
Of course, FSIs should be complemented by 
other measures and systemic stress tests, and be 
broadened to better capture off-balance-sheet 
exposures and liquidity mismatches.

Market-Based Indicators

Low equity volatility and tight credit and CDS 
spreads were symptoms of, and contributors to, 
strong risk appetite prior to February 2007. As 
such, indicators derived from market data gener-
ally provided coincident, rather than forward-
looking, indications of the break in sentiment 
and transition to a systemic crisis. However, 
some measures illustrated above (Table 3.5) 
are successful in providing an indication of 
how vulnerable a group of FIs is to the default 
of any one FI, and hence provide some signal 
of how “systemic” an individual default can be. 
Such indicators complement those showing the 
degree of interconnectedness among FIs  
(Chapter 2).

Moreover, some indicators, especially those 
derived from implied volatility from equity 
options, seem to have given more reliable for-
ward signals of impending banking system and 
individual institution stress (see Figure 3.10). 
Nevertheless, these signs of increasing implied 
volatility provided only a few months’ notice 
that systemic risks were rising, and further work 
is needed to confirm that such forewarnings 
were timelier than CDS spreads.

polICY IMplICATIonS



Volatility Regime Indicators

There is also evidence that observing shifts in 
volatility regimes can be helpful in detecting the 
degree to which the financial system is suffering a 
systemic event. However, in some cases this signal 
proves to be relatively short-lived. Nonetheless, 
regime-switching indicators can show moves to 
medium- and high-volatility states and hence can 
be used to assess the degree of current fragility 
and uncertainty. Such indicators may also be use-
ful in establishing whether and when a systemic 
crisis is subsiding, particularly if the low-volatility 
state persists, and thus when the withdrawal sup-
portive crisis measures can be safely considered.

Policy Messages

The findings in this chapter point to a num-
ber of broad policy messages:

•	 Collect and publish more, relevant data. While 
publicly available market indicators for FIs 
(equity and options prices, CDS spreads) 
can yield useful indicators of systemic stress, 
alternative signals are probably being missed 
because other relevant data are not being 
collected or published by supervisors in a 
systematic fashion. Most notably, bank FSIs 
would become more useful with the inclusion 
of off-balance-sheet exposures in a standard-
ized manner; the state of market liquidity 
could be assessed more easily with the publica-
tion of volumes and bid-ask spreads in credit 
markets; and systemic interconnections could 
be properly assessed through the collection 
and aggregation of individual cross-border 
counterparty exposures. Overall levels of lever-
age—potentially including for hedge funds—
would provide information on the potential 
vulnerability of a financial system to shocks.

Table 3.5. Summary of Various Methodologies: Limitations and Policy Implications

 
Weaknesses/Conditions When Measure 
May Be Misleading Policy Implications

Accounting balance sheet When nonlinearity likely; feedback effects 
present; forward-looking requirements; 
high-frequency; multiple-institutions.

Should include indicators on leverage and stock 
market performance for individual financial 
institutions.

Conditional correlation matrices 
and cluster analysis

When nonlinearity likely. Help policymakers gauge the co-movements and 
interconnections among financial institutions on a 
frequent basis.

Option-iPoD When equity-options are not available; 
subject to distortions from government 
injections of capital.

Help policymakers monitor default-risk and 
the distance to specific leverage thresholds of 
individual financial institutions at a daily frequency. 
Can be used to perform stress tests.

Higher moments and 
multivariate dependence

Variations in data frequency and estimation 
window might require adjustments to the 
calibration algorithm of tail dependence 
when extremes are rare.

Provide policymakers with an indication of both 
nonlinear and time-varying linkages between 
financial institutions at different magnitudes of 
common shocks.

Multivariate time-varying 
distress dependence

Depends on the inputs used in the 
methodology. If credit default swap used, 
subject to distortions from government 
guarantees.

Provide policymakers with information to identify 
not only how common risks are evolving, but 
where spillovers might most easily develop and 
how distress in a specific institution can affect 
other institutions.

Markov-regime switching Does not accommodate multivariate 
settings.

Provides useful information about status of 
systemic risk when certain variables (e.g., bank 
stability indicators or global market variables), 
change their volatility (or mean) states. The 
techniques are readily available and could be 
updated on a frequent basis.

DCC GARCH models Cannot make causal statements and does 
not elucidate feedback effects.

Can help policymakers to gauge the extent of 
co-movements between domestic and global 
(foreign) market conditions in normal as well as 
stressful periods.

Source: IMF staff.
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•	 Diversify information sources and have a compre-
hensive plan in place for systemic events. Some 
market-based indicators—using higher 
moments of FIs’ equity prices—did give a 
few months’ notice of rising systemic risks 
prior to July 2007. However, it would have 
been difficult to know at the time whether 
these signals were prescient. In general, poli-
cymakers should not depend on receiving 
unambiguous signals of impending systemic 
crisis from market prices, and they should 
be complemented with other indicators of 
potential stress (including FSIs and macro-
economic vulnerabilities). Comprehensive 
policies that are clearly communicated can 
serve to reduce uncertainty and improve 
overall market preparedness. The relatively 
short notice of systemic crisis, and high 
degree of noise in some signals, mean that 
policymakers should rely on a number of 
tools and measures to arrive at a robust 
assessment of when systemic risks are bound 
to materialize. In particular, stress tests that 
take into account systemic effects and inter-
connections should be implemented. More-
over, a comprehensive and coordinated crisis 
preparedness plan needs to be in place before 
systemic events are detected.

•	 Take care when interpreting market signals during 
the crisis. If supervisors and central bankers 
are planning to use market-based data to 
assess systemic risk, it is important that they 
recognize that policy interventions them-
selves may affect their informational content. 
For instance, prohibitions on short selling or 
other impediments to the free flow of infor-
mation into prices are likely to distort signals 
given by market prices. Similarly, the intro-
duction of government guarantees for bank 
debt can alter the informational content of 
FIs’ CDS spreads and equity prices (Box 3.6). 
As such, market-based indicators may only 
contain relatively unbiased information about 
systemic risk in the early phases of a crisis, 
prior to policy actions. Further work on the 
indicators to control for policy responses is 
needed.

•	 Charge for contributions to systemic risk through 
higher capital requirements. Some of the analysis 
presented here allows for the calibration of 
the contribution of individual institutions to 
systemic risk, providing a starting point for 
additional regulatory capital to be required 
to penalize practices that add to systemic 
risk giving due attention to potential procy-
clicality. In addition, indicators of distress 
could also be used to adduce the appropriate 
perimeter of regulation, or intensity of super-
vision, thereby allowing institutions whose 
failure is unlikely to cause distress to others 
to be less intensively supervised.

Conclusions
Although every measure of systemic risk 

has limitations to some degree, and indeed 
all models are by nature simplifications of 
the complexity of the real world, this chapter 
discusses various tools that can be used to shed 
light on potential systemic events. Thus far, 
financial sector regulation and supervision have 
focused on the risk of failure of each financial 
institution in isolation. The analysis presented 
here suggests that regulators should take into 
account the risk of both individual and systemic 
failures. Indeed, some proposals have begun 
to surface on how to account for systemic risks 
in prudential regulation (e.g., Acharya, 2009; 
and Pedersen and Roubini, 2009). Some rely 
on the assumption that correlation among FIs 
is a good proxy for detecting systemic risks. As 
discussed above, measures based solely on asset 
return correlations are constrained in their 
ability to detect (and address) systemic risks, 
since they fail to capture the “fat-tailed” nature 
and changes in the probability distribution of 
asset returns of key FIs, which are characteristic 
of systemic crises. This suggests that prudential 
norms based on simple return correlations will 
be insufficient to capture systemic risk, and 
will need to be broadened. The results suggest 
that authorities need to diversify their sources 
of information and the tools used to detect 
systemic risk.
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In the fall of 2008, the introduction of govern-
ment guarantees on bank liabilities prompted 
a decline in bank credit default swap (CDS) 
spreads, making the spreads less informative 
and increasing costs to the government. In 
several countries with large banking systems this 
has also led to a convergence of sovereign and 
bank CDS spreads, which can result in feedback 
effects between sovereign and bank spreads.

In 2008–09, a number of developed-country 
governments provided financial guarantees 
on bank liabilities, which prompted a sharp 
decline in bank CDS spreads, as default risk 
was transferred to the sovereign. This has had 
several consequences.

First, information from bank CDS on default 
risk becomes less informative as government 
intervention distorts the interpretation of 
credit market signals. Using information from 
equity markets in a contingent claims approach 
(CCA) model may provide a more accurate 
view on whether bank risk is increasing or 
subsiding. From a systemic point of view it may 
be desirable to shift focus to the joint probabil-
ity of banks falling below certain “minimum” 
capital or “prompt corrective action” thresholds 
rather than a joint probability of default (since 
the government is insuring liability holders 
against the costs of default).

Second, potential costs to the government of 
the guarantees have led to a rise in sovereign 
CDS spreads. This is particularly true where 
the financial system is large compared with the 
government’s balance sheet or GDP. The banks’ 
credit spreads depend on (1) retained risk, 
which is low given the application of government 
guarantees and assurances of continuing support; 
and (2) the government sovereign credit spread, 
since investors view the banks’ creditworthiness 
as dependent on that of the sovereign guarantor. 
(The CCA model assumes that the government’s 
contingent liability—the value of the explicit or 
implicit sovereign guarantee—is a fraction a of 
the total PF implied put option to the financial 
sector. The remainder, (1–a)PF , is credit risk 

remaining in the debt and deposits of the finan-
cial sector, as described in Gray, Merton, and 
Bodie, 2008.) Thus, bank credit spreads should 
be equal to or greater than sovereign spreads.

In Ireland, after financial guarantees were 
granted to banks, their CDS spreads declined 
and converged toward that of the sovereign. 

Box 3.6. The Transformation of Bank Risk into Sovereign Risk—The Tale of Credit Default Swaps
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A similar pattern was evident in the United 
Kingdom, after financial guarantees were intro-
duced for new bank-issued debt (see figure). 

This inter-relationship of spreads could lead 
to a destabilizing feedback process where both 
bank and sovereign CDS spreads increase in 
response to shocks to bank assets and/or to 
the sovereign’s revenue potential. In some 
situations (as in Iceland), this vicious cycle 
can escalate to a point where the inability of 
the government to provide sufficient credible 
guarantees to banks leads to a simultaneous 

systemic financial and sovereign debt crisis. 
On the other hand, improvement in bank and 
sovereign balance sheets can lead to a virtuous 
cycle as bank and sovereign spreads decline. 
Countries in a currency union do not have the 
option to use the exchange rate as an inde-
pendent policy tool to restore macroeconomic 
stability. In such circumstances, the potential 
for sovereign default needs to be contained 
through measures to limit the downside risk of 
exposure to the banking system and fiscal mea-
sures to restore credibility. 

Annex 3.1. Financial Soundness Indicators
Core Set

Deposit-taking institutions’ capital adequacy Regulatory capital to risk-weighted assets
Regulatory Tier 1 capital to risk-weighted assets

Asset quality Nonperforming loans to total gross loans
Nonperforming loans net of provisions to capital
Sectoral distribution of loans to total loans
Large exposures to capital

Earnings and profitability Return on assets
Return on equity
Interest margin to gross income
Noninterest expenses to gross income

Liquidity Liquid assets to total assets (liquid asset ratio)
Liquid assets to short-term liabilities

Sensitivity to market risk Duration of assets
Duration of liabilities
Net open position in foreign exchange to capital

Encouraged Set

Deposit-taking institutions Capital to assets
Geographical distribution of loans to total loans
Gross liability position in financial derivatives to capital 
Trading income to total income
Personnel expenses to noninterest expenses
Spread between highest and lowest interbank rate
Customer deposits to total (noninterbank) loans
Foreign currency-denominated loans to total loans
Foreign currency-denominated liabilities to total liabilities
Net open position in equities to capital

Market liquidity Average bid-ask spread in the securities market
Average daily turnover ratio in the securities market

Nonbank financial institutions Assets to total financial system assets
Assets to GDP

Corporate sector Total debt to equity
Return on equity
Earnings to interest and principal expenses
Corporate net foreign exhange exposure to equity
Number of applications for protection from creditors

Households Household debt to GDP
Household debt service and principal payments to income

Real estate markets Real estate prices
Residential real estate loans to total loans
Commercial real estate loans to total loans

Source: Sundararajan and others (2002).
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Date(s) of 
Intervention

Country Institution

Intervened institutions - banks 

9/29/2008 United States Wachovia

9/29/2008 Belgium/Netherlands/ 
Luxembourg

Fortis

10/3/2008 Belgium/Netherlands Fortis
10/13/2008 United Kingdom Royal Bank of 

Scotland, 
HBOS, 
LloydsTSB

10/16/2008 Switzerland UBS
10/19/2008 Netherlands ING Group
10/28/2008 United States JPMorgan 

Chase & Co.
10/28/2008 United States Bank of 

America
11/24/2008 United States Citigroup

1/8/2009 Germany Commerzbank

1/19/2009 United Kingdom Royal Bank of 
Scotland

Date(s) of 
Intervention

Country Institution

Intervened institutions - investment banks
3/14/2008 United States Bear Stearns
9/15/2008 United States Lehman 

Brothers
9/15/2008 United States Merrill Lynch
10/28/2008 United States Goldman 

Sachs
10/28/2008 United States Morgan 

Stanley

Intervened institutions - insurance companies

9/16/2008 United States AIG

Annex 3.3. List of Intervened Financial Institutions

Annex 3.2. Groups of Selected Financial Institutions
Core Groups Regions

Insurance
CompaniesCore 1 Core 2 Europe Asia/United States

Australia & New Zealand
  Banking Group
Bank of America
Bank of China
Citigroup
Deutsche Bank
Goldman Sachs
HSBC
Industrial Bank of Korea
JPMorgan Chase & Co.
Lehman Brothers
Merrill Lynch
Mitsubishi UFJ 
Morgan Stanley
Royal Bank of Scotland
UBS
Wachovia

AIG
Ambac Financial
Bank of America
Citigroup
Deutsche Bank
Goldman Sachs
HSBC
JPMorgan Chase & Co.
Lehman Brothers
Merrill Lynch
Morgan Stanley
Royal Bank of Scotland
Swiss Re
UBS
Wachovia

Euro area
Intesa Sanpaolo (ISP)
BNP Paribas (BNP)
Commerzbank (CBK)
Deutsche Bank (DBK)
Fortis (FORB)
ING Group (INGA)
Santander Hispano Group  

(SAN) 
Société Géneralé (GLE)
UniCredito (UCG)

Non-euro area
Barclays (BARC)
Credit Suisse (CSGN)
Danske (DANSK)
HBOS (HBOS)
HSBC (HSBA)
LloydsTSB (LLOY)
Nordea (NDA)
Royal Bank of Scotland  

(RBS)
UBS (UBS)

Asia
Australia & New Zealand  
 Banking Group (ANZ)
Bank of China (BOC)
DBS Group (DBS)
ICICI Bank (IBN)
Industrial Bank of Korea  
 (IBK)
Mitsubishi UFJ Financial  
 (MUF)
Nomura (NOM)
State Bank of India (SBIN)
Sumitomo Mitsui Financial 

(SMF)

United States
Bank of America (BAC)
Bear Stearns (BSC)
Citigroup (C)
Goldman Sachs (GS)
JPMorgan Chase & Co. (JPM)
Lehman Brothers (LEH)
Merrill Lynch (MER)
Morgan Stanley (MS)
Wachovia (WB)

AIG (AIG)
Allianz (ALV)
Ambac Financial
   (ABK)
AXA (AXA)
MBIA (MBI)
Munich Re (MUV)
PMI (PMI)
Prudential Plc (PRU)
Swiss Re (RUKN)
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GLOSSARY

Asset-backed security (ABS) A security that is collateralized by the cash flows from a pool of 
underlying assets, such as loans, leases, and receivables. Often, when 
the cash flows are collateralized by real estate, an ABS is called a 
mortgage-backed security. 

Auction rate security Long-term debt or preferred stock for which the coupon or dividend 
is regularly reset via Dutch auction.

Basel II An accord providing a comprehensive revision of the Basel capital 
adequacy standards issued by the Basel Committee on Banking 
Supervision. Pillar I of the accord covers the minimum capital 
adequacy standards for banks, Pillar II focuses on enhancing 
the supervisory review process, and Pillar III encourages market 
discipline through increased disclosure of banks’ financial condition.

Book value per share The value of a company’s assets after deducting the value of its 
liabilities, divided by the number of outstanding shares.

Common equity Shareholders’ total equity minus preferred equity.

Commercial mortgage-backed 
securities index (CMBX)

A series of indexes, each referencing 25 tranches of commercial 
mortgage-backed securities, with differing credit ratings.

Credit default swap (CDS) A credit derivative whose payout is triggered by a “credit event,” often 
a default. CDS settlements can either be “physical”—whereby the 
protection seller buys a defaulted reference asset from the protection 
buyer at its face value—or in “cash”—whereby the protection seller pays 
the protection buyer an amount equal to the difference between the 
reference asset face value and the price of the defaulted asset.

Credit derivative A financial contract under which an agent buys or sells risk protection 
against the credit risk associated with a specific reference entity (or 
specified range of entities). For a periodic fee, the protection seller 
agrees to make a contingent payment to the buyer on the occurrence 
of a credit event (usually default in the case of a credit default swap).

Credit spread The spread between benchmark securities and other debt securities 
that are comparable in all respects except for credit quality (e.g., 
the difference between yields on U.S. treasuries and those on single 
A-rated corporate bonds of a certain term to maturity). 

Derivative A financial contract whose value derives from underlying securities 
prices, interest rates, foreign exchange rates, commodity prices, or 
market or other indices.
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EMBIG JPMorgan’s Emerging Market Bond Index Global, which tracks the 
total returns for traded external debt instruments in 34 emerging 
market economies with weights roughly proportional to the market 
supply of debt.

Emerging markets Developing countries’ financial markets that are less than fully 
developed, but are nonetheless broadly accessible to foreign investors.

Government-sponsored 
enterprise (GSE)

A financial institution that provides credit to specific groups or 
areas of the economy, such as farmers or housing. Most enterprises 
maintain legal and/or financial ties to the government.

Hedge fund An investment pool, typically organized as a private partnership 
and often resident offshore for tax and regulatory purposes. These 
funds face few restrictions on their portfolios and transactions. 
Consequently, they are free to use a variety of investment 
techniques—including short positions, transactions in derivatives, and 
leverage—to attempt to raise returns and manage risk.

Hedging Offsetting an existing risk exposure by taking an opposite position 
in the same or a similar risk—for example, in related derivatives 
contracts.

Hybrid security A broad group of securities that combine the elements of both debt 
and equity. They pay a fixed or floating rate coupon or dividend 
until a certain date, at which point the holder can have a number of 
options, including converting the securities into the underlying share. 
Therefore, unlike equity, the holder has a predetermined cash flow, 
and, unlike a fixed-income security, the holder has the option to gain 
when the issuer’s equity price rises. Hybrids are typically subordinate 
to other debt obligations in the capital structure of the firm.

Implied volatility The expected volatility of a security’s price as implied by the price 
of options or swaptions (options to enter into swaps) traded on that 
security. Implied volatility is computed as the expected standard 
deviation that must be imputed to satisfy risk neutral arbitrage 
conditions, and is calculated with the use of an options pricing model 
such as Black-Scholes. 

Impulse response function An econometric technique typically used for vector autoregressions 
that traces the impact to the variable in question over time from a 
shock to another variable.

Institutional investor A bank, insurance company, pension fund, mutual fund, hedge fund, 
brokerage, or other financial group that takes investments from 
clients or invests on its own behalf.
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Intermediation The process of transferring funds from the ultimate source to the 
ultimate user. A financial institution, such as a bank, intermediates 
when it obtains money from depositors or other lenders and onlends 
to borrowers.

Investment-grade obligation A bond or loan is considered investment grade if it is assigned 
a credit rating in the top four categories. S&P and Fitch classify 
investment-grade obligations as BBB- or higher, and Moody’s classifies 
investment-grade obligations as Baa3 or higher. 

LCDX An index referencing credit default swaps on loans of 100 individual 
companies that have unsecured debt trading in the secondary market.

Leverage The proportion of debt to equity (also assets to equity and assets to 
capital). Leverage can be built up by borrowing (on-balance-sheet 
leverage, commonly measured by debt-to-equity ratios) or by using 
off-balance-sheet transactions.

Leveraged buyout (LBO) The acquisition of a company using a significant level of borrowing 
(through bonds or loans) to meet the cost of acquisition. Usually, the 
assets of the company being acquired are used as collateral for the 
loans.

LIBOR The London Interbank Offered Rate is an index of the interest rates 
at which banks offer to lend unsecured funds to other banks in the 
London wholesale money market. 

Mortgage-backed security 
(MBS)

A security that derives its cash flows from principal and interest 
payments on pooled mortgage loans. MBSs can be backed by 
residential mortgage loans or loans on commercial properties.

Nonperforming loans Loans that the bank foresees it will have difficulty in collecting. They 
include nonaccrual loans, reduced rate loans, renegotiated loans, 
and loans past due 90 days or more. They exclude assets acquired in 
foreclosures and repossessed personal property.

Originate-to-distribute model A business model for financial intermediation, under which financial 
institutions originate loans such as mortgages, repackage them into 
securitized products, and then sell them to investors.

Overnight index swap (OIS) An interest rate swap whereby the compounded overnight rate in the 
specified currency is exchanged for some fixed interest rate over a 
specified term.

Private equity Shares in privately held companies that are not listed on a public 
stock exchange.

Private equity fund Pool of capital invested by a private equity partnership, typically 
involving the purchase of majority stakes in companies and/or 
entire business units to restructure the capital, management, and 
organization.
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Provision for loan loss Losses that the bank expects to take as a result of uncollectible 
or troubled loans. Includes transfer to bad debt reserves and 
amortization of loans.

Regulatory arbitrage Taking advantage of differences in regulatory treatment across 
countries or different financial sectors, as well as differences 
between the real (economic) risk and that as measured by regulatory 
guidelines, to reduce regulatory capital requirements.

Repurchase agreement (repo) An agreement whereby the seller of securities agrees to buy them 
back at a specified time and price. The transaction is a means of 
borrowing cash collateralized by the securities “repo-ed” at an interest 
rate implied by the forward repurchase price.

Risk aversion The degree to which an investor who, when faced with two 
investments with the same expected return but different risk, prefers 
the one with the lower risk. That is, it measures an investor’s aversion 
to uncertain outcomes or payoffs.

Risk premium The extra expected return on an asset that investors demand in 
exchange for accepting the higher risk associated with an asset.

ROA Return on assets, which equals (net income before preferred 
dividends plus ((interest expense on debt-interest capitalized) 
multiplied by (1 minus tax rate))) divided by last year’s total assets 
multiplied by 100.

ROE Return on equity, which equals total income minus preferred 
dividends divided by total common equity multiplied by 100.

Securitization The creation of securities from a pool of preexisting assets and 
receivables that are placed under the legal control of investors 
through a special intermediary created for this purpose (a “special 
purpose vehicle” [SPV] or “special purpose entity” [SPE]). In the 
case of “synthetic” securitizations, the securities are created from a 
portfolio of derivative instruments.

Short-term debt and current 
portfolio long-term debt

The portion of debt payable within one year, including the current 
portion of long-term debt and sinking fund requirements of 
preferred stock or debentures.

Spread See “credit spread” above. Other definitions include (1) the gap 
between the market bid and ask price of a financial instrument; and 
(2) the difference between the price at which an underwriter buys an 
issue from the issuer and the price at which the underwriter sells it to 
investors.

Structured credit product An instrument that pools and tranches credit risk exposure, including 
mortgage-backed securities and collateralized debt obligations. 
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Structured investment vehicle 
(SIV)

A legal entity whose assets consist of asset-backed securities and 
various types of loans and receivables. An SIV’s funding liabilities 
are usually tranched and include short- and medium-term debt; the 
solvency of the SIV is put at risk if the value of the assets of the SIV 
falls below the value of the maturing liabilities.

Subprime mortgage A mortgage loan to a borrower with an impaired or limited credit 
history, and who typically has a low credit score.

Swap An agreement between counterparties to exchange periodic interest 
payments based on different reference financial instruments on a 
predetermined notional amount. 

Tangible assets (TA) Total assets less intangible assets (such as goodwill and deferred tax 
assets).

Tangible common equity 
(TCE)

Total balance sheet equity less preferred debt less intangible assets.

Tier 1 capital The core capital supporting the lending and deposit activities of a 
bank. It consists primarily of common stock, retained earnings, and 
perpetual preferred stock.

Tier 2 capital The supplemental capital supporting the lending and deposit 
activities of a bank. It includes limited life preferred stock, 
subordinated debt, and loan-loss reserves.

Total assets (banks) The sum of cash on hand and due from banks, total investments, 
net loans, customer liability on acceptances, investment in 
unconsolidated subsidiaries, real estate assets, net property, plant and 
equipment, and other assets.

Total assets (insurance 
companies)

The sum of cash, total investments, premium balance receivables, 
investments in unconsolidated subsidiaries, net property, plant and 
equipment, and other assets.

Total assets (other financial 
companies)

The sum of cash and equivalents, receivables, securities inventory, 
custody securities, total investments, net loans, net property, plant and 
equipment, investments in unconsolidated subsidiaries, and other 
assets.

Total capital The total investment in the company. It is the sum of common 
equity, preferred stock, minority interests, long-term debt, nonequity 
reserves, and deferred tax liability in untaxed reserves. For insurance 
companies, policyholders’ equity is also included.

Total debt All interest-bearing and capitalized lease obligations.

Total deposits The value of money held by the bank or financial company on behalf 
of its customers.



gloSSARY

155

Total loans The total amount of money loaned to customers before reserves for 
loan losses but after unearned income. It includes lease financing and 
finance receivables.

Vector autoregression (VAR) An econometric time series technique that models the dynamic 
interaction among the chosen set variables.

Yield curve The relationship between the interest rates (or yields) and time to 
maturity for debt securities of equivalent credit risk.
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SUMMING UP BY THE ACTING CHAIR

Executive Directors observed that global 
financial stability has deteriorated further since 
the issuance of the September 2008 Global 
Financial Stability Report (GFSR), and broadly 
supported the staff’s recommendations to mend 
financial systems. Shrinking economic activity 
has placed pressure on balance sheets of finan-
cial institutions as asset values have continued 
to decline, discouraging lending to households 
and corporations. The crisis, which originated 
in the advanced countries, has now spread to 
emerging market countries. The adverse feed-
back between economic activity and the finan-
cial sector has intensified and become more 
entrenched. These developments necessitate 
stronger policy responses and careful consider-
ation of their cross-border implications. Direc-
tors stressed the importance of clear messages 
that integrate the conclusions of the GFSR and 
World Economic Outlook analyses. 

With global economic activity contracting, 
macroeconomic risks have heightened, albeit 
not uniformly, alongside credit risks. Uncer-
tainty about losses in financial institutions 
and the value of troubled assets continues to 
plague the financial systems in most advanced 
countries, leading to their inability to attract 
private capital, necessitating, in several cases, 
government infusions. Financial systems in 
these economies remain under severe stress. 
The deteriorating outlook for the household 
and corporate sectors is taking a toll on balance 
sheets, including for financial institutions. The 
retrenchment from foreign markets, particularly 
from emerging markets, is outpacing the overall 
deleveraging process, and is expected to yield 
a deep and long-lasting global credit crunch. 

Breaking this downward spiral requires strong 
political commitment and further enhancement 
of international cooperation. Encouraging signs 
have recently been in evidence. 

Directors endorsed the report’s main findings 
that further policy actions are needed to: (1) 
continue to provide liquidity; (2) recapitalize 
weak, but viable, systemically important finan-
cial institutions; and (3) deal with troubled 
assets on banks’ balance sheets. Such actions 
would assist in smoothing the necessary delever-
aging process, reduce uncertainties, and facili-
tate the continued provision of credit to the 
real economy. Directors acknowledged that poli-
cymakers have already undertaken significant 
and unprecedented actions in these three areas, 
but agreed that additional actions are needed 
reflecting varying country circumstances and 
policy responses to date. Directors highlighted 
the difficulty, especially given current high 
uncertainties, in estimating writedowns and 
recapitalization needs, calling for balanced and 
considered assessments. 

Directors agreed that the differences in the 
problems faced by banking systems and the 
degree to which they have bad assets will help 
determine the most appropriate approach for 
a country. It is crucial to choose an approach; 
ensure that it is adequately funded; imple-
ment it in a clear manner; and coordinate with 
other countries the underlying principles to be 
applied when valuing the assets and determin-
ing the share of losses to be borne by the public 
sector. Some Directors noted that the Japanese 
experience of the 1990s suggests that troubled 
assets are best dealt with a “bad bank” or a 
stand-alone entity wholly owned by the govern-

The following remarks by the Acting Chair were made at the conclusion of the Executive Board’s discussion of the 
Global Financial Stability Report on March 30, 2009.
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ment. Others considered that private/public 
partnerships, like the one recently proposed by 
the United States Treasury, could work if prop-
erly structured to provide incentives for suf-
ficient private involvement, while maintaining 
a suitable return for taxpayers and appropriate 
oversight to ensure that the policy objectives are 
met. A few Directors suggested that temporary 
government ownership may be necessary in 
some instances, but only with the intention of 
restructuring the financial institution for priva-
tization as rapidly as possible.

Directors emphasized that financial support 
packages should fully take into account the 
transfer of financial risks from the private sec-
tor to the public sector—both the government 
and central bank. Combined with longer-term 
pressures from aging populations, fiscal stimu-
lus and financial support packages could sig-
nificantly increase public debt, raising in some 
cases market concerns about fiscal sustainabil-
ity. Directors therefore stressed the importance 
of credible, medium-term strategies of fiscal 
consolidation. In light of fiscal pressures, a few 
Directors also suggested that private sector 
participation in bank recapitalization should be 
further encouraged to the extent feasible.

Directors generally supported the report’s 
recommendation to expand the perimeter of 
prudential regulation to encompass all systemi-
cally important financial institutions, including 
nonbank financial intermediaries. Some Direc-
tors also saw merit in the staff’s recommendation 
to include “financial stability” in the mandates 
of central banks, regulators, and supervisors, 
noting that macro-prudential oversight should 
be better integrated with financial supervision. 
Directors concurred with staff about the need 
to strengthen the global financial infrastructure 
to lower systemic risk from counterparty expo-
sure—such as by credit default swap clearing 
mechanisms. At the same time, a few Directors 
stressed that a single global clearing facility 
would not necessarily be the optimal outcome 
for credit default swap markets.

Directors expressed concern at the widening 
impact of the global financial crisis on emerg-

ing market countries, while recognizing the 
significant differences both across and within 
regions. Some Directors considered staff analy-
sis for emerging markets too pessimistic, while 
many Directors viewed it as insufficiently dif-
ferentiated. Emerging European economies 
have been hardest hit, reflecting some coun-
tries’ large domestic and external imbalances 
and excessive credit growth. External refinanc-
ing risks for banks and nonfinancial corpora-
tions in some emerging market countries are 
of particular concern, as are household expo-
sures to foreign currency mortgages. Direc-
tors noted that advanced country sovereign 
borrowing, as well as their debt guarantees 
to financial entities, might serve to crowd out 
financing demands from emerging markets, 
while home country bias in some policy actions 
could exacerbate the credit crunch in foreign 
markets. 

Directors agreed that, to the extent that 
domestic central banks are unable to supply 
the needed foreign exchange for refinancing, 
advanced country central banks, the IMF, and 
other international organizations could play a 
useful role through their various swap lines and 
other facilities. In particular, Directors stressed 
the crucial role being played by the IMF and 
recent Fund efforts to modernize its lending 
toolkit, including the new Flexible Credit Line, 
to revamp conditionality, and to expand its 
lending capacity. They also noted the contribu-
tions being made in Europe by the doubling 
in the European Union’s balance of payments 
assistance facility and the EBRD/EIB/IBRD 
support to regional banks.

Given the global reach of the crisis and the 
prevalence of cross-border issues, the effect 
of national policies can be strengthened if 
implemented in a coordinated and cooperative 
fashion among affected countries. Cross-border 
coordination can ensure a more consistent 
approach and help avoid regulatory arbitrage, 
competitive distortions, and financial protec-
tionism. The specific design of policies would 
appropriately vary from country to country, but 
policymakers should avoid policies, such as the 
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favoring of domestic over foreign lending, that 
could lead to distortions. 

Directors saw the staff’s analytical work pro-
vided in Chapters 2 and 3 as demonstrating the 
key role that the IMF can play in global finan-
cial surveillance, especially identifying systemic 
risks and detecting potential crises. The tools 
discussed in those chapters may provide the 
basis to examine systemic risks more analyti-
cally, particularly those arising from financial 
linkages and networks. Directors agreed on 
the need to strengthen the monitoring and 
understanding of direct and indirect financial 
linkages in part to identify systemically impor-
tant financial institutions and shed light on the 
“too-connected-to fail” problem. Recognizing 
that these techniques require further develop-
ment before they could provide policy direc-
tion, Directors encouraged additional research 
and data collection, including off-balance-sheet 
exposures.

Directors underlined the potential contribu-
tion of the work in Chapter 3 for the IMF’s 

surveillance role, particularly its early warning 
exercise and efforts to strengthen the Fund’s 
oversight of advanced economies and major 
financial centers. The ability to detect when a 
financial disturbance becomes a systemic crisis 
would provide a means of determining when 
certain policy tools designed to contain the cri-
sis may be best employed. Some Directors also 
underscored that every measure of systemic risk 
has limitations to some degree; they noted that 
the analysis would have been able to pick up 
early signals of the current episode of systemic 
distress using market prices, but agreed with 
staff that it would be difficult to distinguish 
false from real alarms ex ante. Nonetheless, 
such signals could be used to prompt more 
direct investigation of the nature of the prob-
lem. Directors supported the notion that cer-
tain market prices, such as equity options and 
credit default swap spreads, could be helpful 
indicators in providing the basis for an assess-
ment of “tail risks”—those risks that often pre-
cede or accompany systemic crises.
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STATISTICAL APPENDIX

This statistical appendix presents data 
on financial developments in key 
financial centers and emerging mar-
kets. It is designed to complement the 

analysis in the text by providing additional data 
that describe key aspects of financial market 
 developments. These data are derived from a 
number of sources external to the IMF, includ-
ing banks, commercial data providers, and 
official sources, and are presented for informa-
tion purposes only; the IMF does not, however, 
guarantee the accuracy of the data from exter-
nal sources. 

Presenting financial market data in one 
 location and in a fixed set of tables and 
charts, in this and future issues of the GFSR, 
is intended to give the reader an overview of 
 developments in global financial markets.  
Unless otherwise noted, the statistical appendix 
reflects information available up to February 
25, 2009.

Mirroring the structure of the chapters of the 
report, the appendix presents data separately 
for key financial centers and emerging market 
countries. Specifically, it is organized into three 
sections: 
•	 Figures	1–14	and	Tables	1–9	contain	informa-

tion on market developments in key financial 
centers. This includes data on global capital 
flows, and on markets for foreign exchange, 
bonds, equities, and derivatives as well as sec-
toral balance sheet data for the United States, 
Japan, and Europe.

•	 Figures	15	and	16,	and	Tables	10–21	present	
information on financial developments in 
emerging markets, including data on equity, 
foreign exchange, and bond markets, as well 
as data on emerging market financing flows.

•	 Tables	22–27	report	key	financial	soundness	
indicators for selected countries, including 
bank profitability, asset quality, and capital 
adequacy.
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Countries That Export Capital1

Countries That Import Capital3

Figure 1. Major Net Exporters and Importers of Capital in 2008

Source: IMF, World Economic Outlook database as of April 16, 2009.
1As measured by countries’ current account surplus (assuming errors and omissions are part of the 

capital and financial accounts).
2Other countries include all countries with shares of total surplus less than 2.1 percent.
3As measured by countries’ current account deficit (assuming errors and omissions are part of the 

capital and financial accounts).
4Other countries include all countries with shares of total deficit less than 2.7 percent.
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Figure 2. Exchange Rates: Selected Major Industrial Countries
(Weekly data)
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Sources: Bloomberg L.P.; and the IMF Global Data System.
Note: In each panel, the effective and bilateral exchange rates are scaled so that an upward movement implies an appreciation of the respective local currency.
1Local currency units per U.S. dollar except for the euro area and the United Kingdom, for which data are shown as U.S. dollars per local currency.
22000 = 100; constructed using 1999–2001 trade weights.
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Figure 4. Selected Spreads
(In basis points; monthly data)
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Figure 9. Twelve-Month Forward Price/Earnings Ratios
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Figure 10. Flows into U.S.-Based Equity Funds
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Table 1. Global Capital Flows: Inflows and Outflows1

(In billions of U.S. dollars)

Inflows Outflows
1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

United States
Direct investment 105.6 179.0 289.4 321.3 167.0 84.4 63.8 146.0 112.6 242.0 237.5 –104.8 –142.6 –224.9 –159.2 –142.4 –154.5 –149.6 –316.2 –36.2 –241.2 –333.3
Portfolio investment 333.1 187.6 285.6 436.6 428.3 427.6 550.2 867.3 832.0 1,126.9 1,145.1 –116.9 –130.2 –122.2 –127.9 –90.6 –48.6 –123.1 –177.4 –257.5 –499.0 –294.6
Other investment 265.7 54.2 167.2 280.4 187.5 283.2 244.4 519.9 302.7 692.3 675.0 –262.8 –74.2 –165.6 –273.1 –144.7 –87.9 –54.3 –510.1 –267.0 –513.9 –661.9
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –1.0 –6.7 8.7 –0.3 –4.9 –3.7 1.5 2.8 14.1 2.4 –0.1
Total capital flows 704.4 420.8 742.2 1,038.2 782.9 795.2 858.3 1,533.2 1,247.3 2,061.1 2,057.7 –485.5 –353.8 –504.1 –560.5 –382.6 –294.7 –325.4 –1,000.9 –546.6 –1,251.7 –1,289.9

Canada
Direct investment 11.5 22.7 24.8 66.1 27.7 22.1 7.2 –0.7 27.2 62.8 111.8 –23.1 –34.1 –17.3 –44.5 –36.2 –26.8 –23.6 –42.6 –29.7 –39.3 –54.0
Portfolio investment 11.7 16.6 2.7 10.3 24.2 11.9 14.1 41.8 7.8 27.9 –32.5 –8.6 –15.1 –15.6 –43.0 –24.4 –18.6 –13.8 –18.9 –44.1 –69.2 –42.8
Other investment 28.0 5.4 –10.8 0.8 7.8 5.1 12.3 –3.9 29.8 30.8 56.8 –16.2 9.4 10.2 –4.2 –10.7 –7.9 –14.2 –7.1 –16.6 –31.0 –55.1
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 2.4 –5.0 –5.9 –3.7 –2.2 0.2 3.3 2.8 –1.3 –0.8 –3.9
Total capital flows 51.2 44.8 16.6 77.2 59.7 39.0 33.6 37.1 64.8 121.5 136.0 –45.4 –44.8 –28.5 –95.4 –73.4 –53.2 –48.4 –65.8 –91.7 –140.3 –155.8

Japan
Direct investment 3.2 3.3 12.3 8.2 6.2 9.1 6.2 7.8 3.2 –6.8 22.2 –26.1 –24.6 –22.3 –31.5 –38.5 –32.0 –28.8 –31.0 –45.4 –50.2 –73.5
Portfolio investment 79.2 56.1 126.9 47.4 60.5 –20.0 81.2 196.7 183.1 198.6 196.6 –47.1 –95.2 –154.4 –83.4 –106.8 –85.9 –176.3 –173.8 –196.4 –71.0 –123.5
Other investment 68.0 –93.3 –265.1 –10.2 –17.6 26.6 34.1 68.3 45.9 –89.1 48.9 –192.0 37.9 266.3 –4.1 46.6 36.4 149.9 –48.0 –106.6 –86.2 –260.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –6.6 6.2 –76.3 –49.0 –40.5 –46.1 –187.2 –160.9 –22.3 –32.0 –36.5
Total capital flows 150.4 –34.0 –125.9 45.4 49.1 15.7 121.5 272.8 232.3 102.6 267.7 –271.6 –75.8 13.4 –168.0 –139.2 –127.7 –242.3 –413.6 –370.8 –239.4 –494.2

United Kingdom
Direct investment 37.5 74.7 89.3 122.2 53.8 25.5 27.6 57.3 177.4 146.1 197.8 –60.9 –122.8 –202.5 –246.3 –61.8 –50.3 –65.6 –93.9 –80.8 –89.5 –275.5
Portfolio investment 43.7 35.2 171.3 268.1 59.1 74.3 172.8 162.2 243.8 283.3 415.6 –85.0 –53.2 –34.3 –97.2 –124.7 1.2 –58.4 –259.2 –273.6 –256.6 –179.7
Other investment 322.2 110.5 87.1 365.1 346.6 92.7 387.9 779.8 898.3 686.3 1,428.8 –277.8 –22.9 –68.7 –374.4 –250.8 –108.5 –420.9 –596.1 –926.2 –707.9 –1,483.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 3.9 0.3 1.0 –5.3 4.5 0.6 2.6 –0.4 –1.7 1.3 –2.6
Total capital flows 403.4 220.3 347.8 755.3 459.5 192.6 588.3 999.4 1,319.5 1,115.7 2,042.2 –419.8 –198.6 –304.5 –723.2 –432.9 –157.0 –542.4 –949.6 –1,282.3 –1,052.7 –1,941.6

Euro area
Direct investment . . . . . . 216.3 416.3 199.8 185.0 153.2 121.4 189.2 258.7 391.0 . . . . . . –348.8 –413.7 –298.0 –163.8 –165.4 –205.1 –459.7 –448.0 –552.0
Portfolio investment . . . . . . 305.1 268.1 318.3 298.4 383.3 520.0 682.4 1,008.8 891.7 . . . . . . –341.7 –385.3 –255.0 –163.2 –318.3 –428.1 –512.4 –667.8 –585.1
Other investment . . . . . . 198.4 340.3 238.1 59.9 198.0 355.8 798.7 881.8 1,255.8 . . . . . . –30.2 –165.8 –243.6 –220.7 –284.1 –392.5 –689.8 –907.1 –1,157.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. . . . . . . 11.6 16.2 16.4 –3.0 32.8 15.6 22.9 –2.6 –6.0
Total capital flows . . . . . . 719.8 1,024.7 756.3 543.2 734.5 997.1 1,670.3 2,149.3 2,538.5 . . . . . . –709.2 –948.7 –780.1 –550.7 –735.1 –1,010.1 –1,639.1 –2,025.5 –2,300.8
Emerging Markets and 

Developing Countries2

Direct investment 191.4 186.7 212.0 212.0 227.9 190.1 203.8 276.4 374.2 464.0 532.5 –41.7 –44.0 –54.6 –100.6 –52.1 –49.7 –42.7 –130.2 –145.4 –262.3 –332.3
Portfolio investment 146.4 38.1 107.6 96.8 16.0 –7.8 91.8 138.6 213.2 347.2 474.8 –110.8 –10.0 –44.1 –105.8 –110.1 –90.0 –129.7 –170.5 –263.8 –528.6 –511.2
Other investment 138.3 –122.6 –88.7 2.1 –56.6 3.3 124.1 200.4 170.9 362.7 967.6 –134.4 33.3 –59.7 –131.5 43.2 14.6 –140.3 –198.4 –261.1 –415.0 –782.3
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –90.0 –28.4 –100.3 –139.8 –132.7 –191.3 –360.6 –501.9 –585.7 –751.7 –1,257.8
Total capital flows 476.1 102.3 230.8 310.9 187.3 185.6 419.7 615.4 758.3 1,173.9 1,974.9 –376.8 –49.1 –258.7 –477.7 –251.7 –316.4 –673.3 –1,001.0 –1,256.0 –1,957.6 –2,883.5

Sources: IMF, International Financial Statistics and World Economic Outlook databases as of April 16, 2009.
1The total net capital flows are the sum of direct investment, portfolio investment, other investment flows, and reserve assets. “Other investment”  

includes bank loans and deposits.
2This aggregate comprises the group of Other Emerging Market and Developing Countries defined in the World Economic Outlook, together with 

 Hong Kong SAR, Israel, Korea, Singapore, and Taiwan Province of China.
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Table 1. Global Capital Flows: Inflows and Outflows1

(In billions of U.S. dollars)

Inflows Outflows
1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007

United States
Direct investment 105.6 179.0 289.4 321.3 167.0 84.4 63.8 146.0 112.6 242.0 237.5 –104.8 –142.6 –224.9 –159.2 –142.4 –154.5 –149.6 –316.2 –36.2 –241.2 –333.3
Portfolio investment 333.1 187.6 285.6 436.6 428.3 427.6 550.2 867.3 832.0 1,126.9 1,145.1 –116.9 –130.2 –122.2 –127.9 –90.6 –48.6 –123.1 –177.4 –257.5 –499.0 –294.6
Other investment 265.7 54.2 167.2 280.4 187.5 283.2 244.4 519.9 302.7 692.3 675.0 –262.8 –74.2 –165.6 –273.1 –144.7 –87.9 –54.3 –510.1 –267.0 –513.9 –661.9
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –1.0 –6.7 8.7 –0.3 –4.9 –3.7 1.5 2.8 14.1 2.4 –0.1
Total capital flows 704.4 420.8 742.2 1,038.2 782.9 795.2 858.3 1,533.2 1,247.3 2,061.1 2,057.7 –485.5 –353.8 –504.1 –560.5 –382.6 –294.7 –325.4 –1,000.9 –546.6 –1,251.7 –1,289.9

Canada
Direct investment 11.5 22.7 24.8 66.1 27.7 22.1 7.2 –0.7 27.2 62.8 111.8 –23.1 –34.1 –17.3 –44.5 –36.2 –26.8 –23.6 –42.6 –29.7 –39.3 –54.0
Portfolio investment 11.7 16.6 2.7 10.3 24.2 11.9 14.1 41.8 7.8 27.9 –32.5 –8.6 –15.1 –15.6 –43.0 –24.4 –18.6 –13.8 –18.9 –44.1 –69.2 –42.8
Other investment 28.0 5.4 –10.8 0.8 7.8 5.1 12.3 –3.9 29.8 30.8 56.8 –16.2 9.4 10.2 –4.2 –10.7 –7.9 –14.2 –7.1 –16.6 –31.0 –55.1
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 2.4 –5.0 –5.9 –3.7 –2.2 0.2 3.3 2.8 –1.3 –0.8 –3.9
Total capital flows 51.2 44.8 16.6 77.2 59.7 39.0 33.6 37.1 64.8 121.5 136.0 –45.4 –44.8 –28.5 –95.4 –73.4 –53.2 –48.4 –65.8 –91.7 –140.3 –155.8

Japan
Direct investment 3.2 3.3 12.3 8.2 6.2 9.1 6.2 7.8 3.2 –6.8 22.2 –26.1 –24.6 –22.3 –31.5 –38.5 –32.0 –28.8 –31.0 –45.4 –50.2 –73.5
Portfolio investment 79.2 56.1 126.9 47.4 60.5 –20.0 81.2 196.7 183.1 198.6 196.6 –47.1 –95.2 –154.4 –83.4 –106.8 –85.9 –176.3 –173.8 –196.4 –71.0 –123.5
Other investment 68.0 –93.3 –265.1 –10.2 –17.6 26.6 34.1 68.3 45.9 –89.1 48.9 –192.0 37.9 266.3 –4.1 46.6 36.4 149.9 –48.0 –106.6 –86.2 –260.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –6.6 6.2 –76.3 –49.0 –40.5 –46.1 –187.2 –160.9 –22.3 –32.0 –36.5
Total capital flows 150.4 –34.0 –125.9 45.4 49.1 15.7 121.5 272.8 232.3 102.6 267.7 –271.6 –75.8 13.4 –168.0 –139.2 –127.7 –242.3 –413.6 –370.8 –239.4 –494.2

United Kingdom
Direct investment 37.5 74.7 89.3 122.2 53.8 25.5 27.6 57.3 177.4 146.1 197.8 –60.9 –122.8 –202.5 –246.3 –61.8 –50.3 –65.6 –93.9 –80.8 –89.5 –275.5
Portfolio investment 43.7 35.2 171.3 268.1 59.1 74.3 172.8 162.2 243.8 283.3 415.6 –85.0 –53.2 –34.3 –97.2 –124.7 1.2 –58.4 –259.2 –273.6 –256.6 –179.7
Other investment 322.2 110.5 87.1 365.1 346.6 92.7 387.9 779.8 898.3 686.3 1,428.8 –277.8 –22.9 –68.7 –374.4 –250.8 –108.5 –420.9 –596.1 –926.2 –707.9 –1,483.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. 3.9 0.3 1.0 –5.3 4.5 0.6 2.6 –0.4 –1.7 1.3 –2.6
Total capital flows 403.4 220.3 347.8 755.3 459.5 192.6 588.3 999.4 1,319.5 1,115.7 2,042.2 –419.8 –198.6 –304.5 –723.2 –432.9 –157.0 –542.4 –949.6 –1,282.3 –1,052.7 –1,941.6

Euro area
Direct investment . . . . . . 216.3 416.3 199.8 185.0 153.2 121.4 189.2 258.7 391.0 . . . . . . –348.8 –413.7 –298.0 –163.8 –165.4 –205.1 –459.7 –448.0 –552.0
Portfolio investment . . . . . . 305.1 268.1 318.3 298.4 383.3 520.0 682.4 1,008.8 891.7 . . . . . . –341.7 –385.3 –255.0 –163.2 –318.3 –428.1 –512.4 –667.8 –585.1
Other investment . . . . . . 198.4 340.3 238.1 59.9 198.0 355.8 798.7 881.8 1,255.8 . . . . . . –30.2 –165.8 –243.6 –220.7 –284.1 –392.5 –689.8 –907.1 –1,157.8
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. . . . . . . 11.6 16.2 16.4 –3.0 32.8 15.6 22.9 –2.6 –6.0
Total capital flows . . . . . . 719.8 1,024.7 756.3 543.2 734.5 997.1 1,670.3 2,149.3 2,538.5 . . . . . . –709.2 –948.7 –780.1 –550.7 –735.1 –1,010.1 –1,639.1 –2,025.5 –2,300.8
Emerging Markets and 

Developing Countries2

Direct investment 191.4 186.7 212.0 212.0 227.9 190.1 203.8 276.4 374.2 464.0 532.5 –41.7 –44.0 –54.6 –100.6 –52.1 –49.7 –42.7 –130.2 –145.4 –262.3 –332.3
Portfolio investment 146.4 38.1 107.6 96.8 16.0 –7.8 91.8 138.6 213.2 347.2 474.8 –110.8 –10.0 –44.1 –105.8 –110.1 –90.0 –129.7 –170.5 –263.8 –528.6 –511.2
Other investment 138.3 –122.6 –88.7 2.1 –56.6 3.3 124.1 200.4 170.9 362.7 967.6 –134.4 33.3 –59.7 –131.5 43.2 14.6 –140.3 –198.4 –261.1 –415.0 –782.3
Reserve assets n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. –90.0 –28.4 –100.3 –139.8 –132.7 –191.3 –360.6 –501.9 –585.7 –751.7 –1,257.8
Total capital flows 476.1 102.3 230.8 310.9 187.3 185.6 419.7 615.4 758.3 1,173.9 1,974.9 –376.8 –49.1 –258.7 –477.7 –251.7 –316.4 –673.3 –1,001.0 –1,256.0 –1,957.6 –2,883.5

Sources: IMF, International Financial Statistics and World Economic Outlook databases as of April 16, 2009.
1The total net capital flows are the sum of direct investment, portfolio investment, other investment flows, and reserve assets. “Other investment”  

includes bank loans and deposits.
2This aggregate comprises the group of Other Emerging Market and Developing Countries defined in the World Economic Outlook, together with 

 Hong Kong SAR, Israel, Korea, Singapore, and Taiwan Province of China.
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Table 2. Global Capital Flows: Amounts Outstanding and Net Issues of International Debt Securities by 
Currency of Issue and Signed International Syndicated Credit Facilities by Nationality of Borrower
(In billions of U.S. dollars)

    2008 
2004 2005 2006 2007 Q1 Q2 Q3

Amounts outstanding of international 
debt securities by currency of issue

U.S. dollar 4,905.2 5,378.8 6,390.4 7,539.4 7,724.8 8,120.7 8,161.1
Japanese yen 530.1 471.7 486.9 577.6 664.8 641.3 657.1
Pound sterling 979.5 1,061.3 1,446.4 1,704.6 1,723.0 1,871.4 1,845.0
Canadian dollar 112.4 146.6 177.9 266.2 264.5 288.6 285.0
Swedish krona 20.9 23.2 34.3 46.7 50.8 56.0 50.0
Swiss franc 227.9 208.6 253.6 301.5 343.5 340.2 318.5
Euro 6,209.2 6,306.2 8,301.2 10,531.0 11,428.3 11,864.0 10,789.2
Other 284.9 354.4 454.4 610.7 654.4 704.0 635.2

Total 13,270.2 13,950.7 17,545.2 21,577.6 22,854.2 23,886.2 22,741.1
Net issues of international debt 

securities by currency of issue
U.S. dollar 368.9 473.6 1,011.7 1,149.0 185.4 395.8 40.4
Japanese yen 26.9 3.8 19.4 67.2 6.5 16.1 8.3
Pound sterling 132.1 197.6 221.2 226.8 30.9 144.1 152.9
Canadian dollar 25.5 29.4 32.1 51.1 9.0 21.7 3.8
Swedish krona 3.4 6.2 7.0 9.4 0.4 5.7 1.0
Swiss franc 12.7 13.1 28.0 24.4 1.7 4.8 4.9
Euro 917.6 985.9 1,200.7 1,148.9 109.1 466.2 28.4
Other 52.2 86.9 79.2 106.4 30.2 31.4 7.1

Total 1,539.3 1,796.5 2,599.4 2,783.2 373.2 1,085.8 246.7
Signed international syndicated credit 

facilities by nationality of borrower
All countries 1,346.8 1,725.1 2,064.0 2,667.4 437.6 482.1 424.5

Industrial countries 1,192.5 1,489.4 1,722.1 2,181.4 361.4 367.0 314.5
Of which:

United States 643.1 700.7 778.3 1,041.4 117.3 171.0 147.5
Japan 31.9 27.6 52.0 54.7 16.1 6.6 8.8
Germany 87.2 84.3 133.0 118.6 10.5 11.4 12.1
France 67.9 112.5 101.1 146.7 35.2 33.1 15.0
Italy 21.3 40.8 38.9 35.3 0.9 17.0 3.8
United Kingdom 123.7 158.3 189.4 252.3 86.0 34.5 26.5
Canada 22.0 40.2 61.5 82.0 14.4 10.7 8.3

Source: Bank for International Settlements.
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Table 3. Selected Indicators on the Size of the Capital Markets, 2007
(In billions of U.S. dollars unless noted otherwise)

GDP
Total Reserves 
Minus Gold1

Stock Market 
Capitalization 

Debt Securities 
Public             Private             Total Bank Assets

Bonds, 
Equities, and 
Bank Assets2

Bonds, Equities, 
and Bank Assets2  

(In percent of GDP)
World 54,840.9 6,449.1 65,105.6 28,629.3 51,585.8 80,215.1 95,768.5 241,089.3 439.6

European Union 15,741.1 279.7 14,730.9 8,778.3 19,432.3 28,210.5 48,462.0 91,403.5 580.7
Euro area 12,220.6 172.1 10,040.1 7,606.4 15,397.8 23,004.2 35,097.1 68,141.5 557.6

North America 15,243.6 100.5 22,108.8 7,419.2 24,491.9 31,911.1 13,851.9 67,871.8 445.2
Canada 1,436.1 41.0 2,186.6 823.3 763.6 1,586.9 2,657.8 6,431.3 447.8
United States 13,807.6 59.5 19,922.3 6,595.9 23,728.3 30,324.2 11,194.1 61,440.6 445.0

Japan 4,384.4 952.8 4,663.8 7,147.7 2,066.0 9,213.7 10,086.9 23,964.3 546.6

Memorandum items:

EU countries
Austria 371.2 10.7 236.4 217.3 438.4 655.6 615.9 1,508.0 406.2
Belgium 459.0 10.4 404.4 506.7 547.5 1,054.2 2,324.4 3,783.0 824.1
Denmark 310.5 32.5 290.9 93.3 613.9 707.2 1,082.4 2,080.6 670.1
Finland 246.2 7.1 359.1 130.1 121.7 251.8 303.4 914.3 371.3
France 2,593.8 45.7 2,737.1 1,447.2 2,923.8 4,370.9 10,230.4 17,338.4 668.5
Germany 3,320.9 44.3 2,105.2 1,700.3 3,902.3 5,602.7 6,600.1 14,308.0 430.8
Greece 312.8 0.6 265.0 453.8 134.0 587.8 513.0 1,365.7 436.7
Ireland 261.2 0.8 143.9 58.9 518.6 577.5 1,630.7 2,352.1 900.4
Italy 2,117.5 28.4 1,072.5 2,019.0 2,183.9 4,202.9 4,336.0 9,611.5 453.9
Luxembourg 49.7 0.1 166.1 0.0 94.6 94.6 1,347.6 1,608.3 3,234.4
Netherlands 777.2 10.3 574.5 315.6 1,698.4 2,014.0 3,869.0 6,457.6 830.8
Portugal 223.7 1.3 147.2 174.0 269.9 443.9 280.4 871.5 389.5
Spain 1,440.0 11.5 1,799.8 580.0 2,564.1 3,144.2 2,979.4 7,923.4 550.2
Sweden 453.8 27.0 576.9 168.6 493.1 661.6 694.3 1,932.8 425.9
United Kingdom 2,803.4 49.0 3,851.7 913.5 2,928.0 3,841.5 11,655.0 19,348.2 690.2

Emerging market countries3 17,270.8 4,034.7 20,950.2 5,001.3 2,795.6 7,796.9 18,258.1 47,005.2 272.2
Of which:

Asia 7,680.4 2,138.8 13,782.7 2,645.8 1,826.9 4,472.7 11,620.2 29,875.6 389.0
Latin America 3,641.0 445.2 2,292.2 1,456.5 628.6 2,085.1 2,260.8 6,638.1 182.3
Middle East 1,557.8 312.6 1,275.9 39.5 84.3 123.8 1,335.6 2,735.3 175.6
Africa 1,101.7 289.5 1,181.7 89.0 78.9 168.0 864.5 2,214.2 201.0
Europe 3,289.9 848.6 2,417.6 770.4 176.9 947.3 2,177.0 5,541.9 168.5

Sources: World Federation of Exchanges; Bank for International Settlements; International Monetary Fund, International Financial Statistics (IFS) and World Economic Outlook 
database as of April 16, 2009; ©2003 Bureau van Dijk Electronic Publishing-Bankscope; and Standard & Poor’s Emerging Markets Database.

1Data are from IFS.
2Sum of the stock market capitalization, debt securities, and bank assets.
3This aggregate comprises the group of Other Emerging Market and Developing Countries defined in the World Economic Outlook, together with Hong Kong SAR, Israel, 

Korea, Singapore, and Taiwan Province of China.



STATIST ICAl AppEndIX

178

Table 4. Global Over-the-Counter Derivatives Markets: Notional Amounts and Gross Market Values of Outstanding Contracts1

(In billions of U.S. dollars)
Notional Amounts Gross Market Values

End-June End-Dec. End-June End-Dec. End-June End-June End-Dec. End-June End-Dec. End-June
2006 2006 2007 2007 2008 2006 2006 2007 2007 2008

Total 370,178 414,845 516,407 595,341 683,725 9,949 9,691 11,140 15,813 20,353

Foreign exchange 38,127 40,271 48,645 56,238 62,983 1,136 1,266 1,345 1,807 2,262
Forwards and forex swaps 19,407 19,882 24,530 29,144 31,966 436 469 492 675 802
Currency swaps 9,696 10,792 12,312 14,347 16,307 535 601 619 817 1,071
Options 9,024 9,597 11,804 12,748 14,710 165 196 235 315 388

Interest rate2 262,526 291,582 347,312 393,138 458,304 5,445 4,826 6,063 7,177 9,263
Forward rate agreements 18,117 18,668 22,809 26,599 39,370 25 32 43 41 88
Swaps 207,588 229,693 272,216 309,588 356,772 4,840 4,163 5,321 6,183 8,056
Options 36,821 43,221 52,288 56,951 62,162 580 631 700 953 1,120

Equity-linked 6,782 7,488 8,590 8,469 10,177 671 853 1,116 1,142 1,146
Forwards and swaps 1,430 1,767 2,470 2,233 2,657 147 166 240 239 283
Options 5,351 5,720 6,119 6,236 7,520 523 686 876 903 863

Commodity3 6,394 7,115 7,567 8,455 13,229 718 667 636 1,899 2,209
Gold 456 640 426 595 649 77 56 47 70 68
Other 5,938 6,475 7,141 7,861 12,580 641 611 589 1,829 2,142

Forwards and swaps 2,188 2,813 3,447 5,085 7,561 . . . . . . . . . . . . . . .
Options 3,750 3,663 3,694 2,776 5,019 . . . . . . . . . . . . . . .

Credit default swaps 20,352 28,650 42,580 57,894 57,325 294 470 721 2,002 3,172
Single-name instruments 13,873 17,879 24,239 32,246 33,334 186 278 406 1,143 1,889
Multi-name instruments 6,479 10,771 18,341 25,648 23,991 109 192 315 859 1,283

Unallocated 35,997 39,740 61,713 71,146 81,708 1,685 1,609 1,259 1,788 2,301

Memorandum items:
Gross credit exposure4 n.a. n.a. n.a. n.a. n.a. 2,032 2,036 2,672 3,256 3,859
Exchange-traded derivatives 38,127 40,271 48,645 56,238 62,983 . . . . . . . . . . . . . . .

Source: Bank for International Settlements.
1All figures are adjusted for double-counting. Notional amounts outstanding have been adjusted by halving positions vis-à-vis other reporting dealers. Gross market values 

have been calculated as the sum of the total gross positive market value of contracts and the absolute value of the gross negative market value of contracts with nonreporting 
counterparties.

2Single-currency contracts only.
3Adjustments for double-counting are estimated.
4Gross market values after taking into account legally enforceable bilateral netting agreements.
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Table 5. Global Over-the-Counter Derivatives Markets: Notional Amounts and Gross Market Values of Outstanding Contracts by 
Counterparty, Remaining Maturity, and Currency1

(In billions of U.S. dollars)
Notional Amounts Gross Market Values

End-June End-Dec. End-June End-Dec. End-June End-June End-Dec. End-June End-Dec. End-June
2006 2006 2007 2007 2008 2006 2006 2007 2007 2008

Total 370,178 414,845 516,407 595,341 683,725 9,949 9,691 11,140 15,813 20,353

Foreign exchange 38,127 40,271 48,645 56,238 62,983 1,136 1,266 1,345 1,807 2,262

By counterparty  
With other reporting dealers 15,306 15,532 19,173 21,334 24,845 368 438 455 594 782
With other financial institutions 15,123 16,023 19,144 24,357 26,775 471 521 557 806 995
With nonfinancial customers 7,698 8,716 10,329 10,548 11,362 297 307 333 407 484

By remaining maturity
Up to one year2 29,579 30,270 36,950 40,316 43,639 . . . . . . . . . . . . . . .
One to five years2 5,851 6,702 8,090 8,553 10,701 . . . . . . . . . . . . . . .
Over five years2 2,697 3,299 3,606 7,370 8,643 . . . . . . . . . . . . . . .

By major currency
U.S. dollar3 31,791 33,755 40,513 46,947 52,152 969 1,069 1,112 1,471 1,838
Euro3 15,344 16,037 18,280 21,806 25,963 472 509 455 790 1,010
Japanese yen3 9,536 9,490 10,602 12,857 13,616 243 325 389 371 433
Pound sterling3 5,217 6,135 7,770 7,979 8,377 148 197 174 260 280
Other3 14,366 15,124 20,125 22,888 25,858 439 431 561 723 963

Interest rate4 262,526 291,582 347,312 393,138 458,304 5,445 4,826 6,063 7,177 9,263
By counterparty  

With other reporting dealers 114,826 127,432 148,555 157,245 188,982 2,221 1,973 2,375 2,774 3,554
With other financial institutions 114,930 125,708 153,370 193,107 223,023 2,516 2,223 2,946 3,786 4,965
With nonfinancial customers 32,770 38,441 45,387 42,786 46,299 708 630 742 617 745

By remaining maturity  
Up to one year2 90,755 104,098 132,402 127,601 153,181 . . . . . . . . . . . . . . .
One to five years2 101,909 110,314 125,700 134,713 150,096 . . . . . . . . . . . . . . .
Over five years2 69,861 77,170 89,210 130,824 155,028 . . . . . . . . . . . . . . .

By major currency  
U.S. dollar 88,115 97,430 114,371 129,756 149,813 2,120 1,661 1,851 3,219 3,601
Euro 103,461 111,791 127,648 146,082 171,877 2,299 2,300 2,846 2,688 3,910
Japanese yen 32,581 38,113 48,035 53,099 58,056 463 297 364 401 380
Pound sterling 19,071 22,238 27,676 28,390 38,619 291 311 627 430 684
Other 19,298 22,009 29,581 35,811 39,939 273 257 375 439 689

Equity-linked 6,782 7,488 8,590 8,469 10,177 671 853 1,116 1,142 1,146

Commodity5 6,394 7,115 7,567 8,455 13,229 718 667 636 1,899 2,209

Credit default swaps 20,352 28,650 42,580 57,894 57,325 294 470 721 2,002 3,172

Unallocated 35,997 39,740 61,713 71,146 81,708 1,685 1,609 1,259 1,788 2,301

Source: Bank for International Settlements.
1All figures are adjusted for double-counting. Notional amounts outstanding have been adjusted by halving positions vis-à-vis other reporting dealers. Gross market values 

have been calculated as the sum of the total gross positive market value of contracts and the absolute value of the gross negative market value of contracts with nonreporting 
counterparties.

2Residual maturity.
3Counting both currency sides of each foreign exchange transaction means that the currency breakdown sums to twice the aggregate.
4Single-currency contracts only.
5Adjustments for double-counting are estimated.



STATIST ICAl AppEndIX

180

Table 6. Exchange-Traded Derivative Financial Instruments: Notional Principal Amounts Outstanding and 
Annual Turnover

           2008

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 Q1 Q2 Q3

(In billions of U.S. dollars) (In billions of U.S. dollars)

Notional principal amounts outstanding
Interest rate futures 7,586.7 8,031.4 7,924.9 7,907.8 9,269.6 9,955.6 13,123.7 18,164.9 20,708.7 24,476.2 26,769.6 26,793.6 26,874.2 23,308.1
Interest rate options 3,639.9 4,623.5 3,755.5 4,734.2 12,492.8 11,759.5 20,793.8 24,604.1 31,588.2 38,116.4 44,281.7 45,393.2 46,905.0 45,053.0
Currency futures 42.3 31.7 36.7 74.4 65.6 47.0 79.9 103.5 107.6 161.4 158.5 164.1 175.9 145.3
Currency options 118.6 49.2 22.4 21.4 27.4 27.4 37.9 60.7 66.1 78.6 132.7 193.5 190.6 180.3
Stock market index futures 210.9 291.6 346.9 377.5 344.2 365.7 549.4 635.3 784.1 1,045.4 1,131.6 1,160.5 1,583.9 1,432.9
Stock market index options 808.7 947.4 1,510.6 1,149.2 1,560.5 1,687.9 2,160.4 2,954.7 4,005.3 5,528.5 6,625.0 6,610.4 7,088.0 6,865.9

Total 12,407.1 13,974.8 13,597.0 14,264.6 23,760.1 23,843.1 36,745.0 46,523.3 57,259.9 69,406.6 79,099.1 80,315.2 82,817.7 76,985.6
North America 6,347.9 7,395.1 6,930.6 8,168.6 16,188.6 13,706.4 19,461.4 27,538.5 35,856.5 41,514.3 42,514.6 37,762.1 41,332.4 38,235.6
Europe 3,587.3 4,397.1 4,008.9 4,198.0 6,141.8 8,801.5 15,407.1 16,308.6 17,973.4 23,217.1 30,568.0 36,691.5 36,156.7 33,495.6
Asia-Pacific 2,235.7 1,882.5 2,407.8 1,611.8 1,318.4 1,206.0 1,659.9 2,426.9 3,004.5 4,049.6 4,971.0 4,786.0 4,049.0 4,323.3
Other 236.2 300.1 249.7 286.2 111.2 129.1 216.5 249.3 425.5 625.6 1,045.5 1,075.7 1,279.6 931.2

(In millions of contracts traded) (In millions of contracts traded)

Annual turnover
Interest rate futures 701.6 760.0 672.7 781.2 1,057.5 1,152.1 1,576.8 1,902.6 2,110.4 2,621.2 3,076.6 820.9 695.3 641.5
Interest rate options 116.8 129.7 118.0 107.7 199.6 240.3 302.3 361.0 430.8 566.7 663.3 198.6 155.7 139.7
Currency futures 73.6 54.5 37.1 43.5 49.0 42.6 58.8 83.7 143.0 231.1 353.1 102.1 117.4 131.6
Currency options 21.1 12.1 6.8 7.0 10.5 16.1 14.3 13.0 19.4 24.3 46.4 17.4 16.5 14.9
Stock market index futures 115.9 178.0 204.9 225.2 337.1 530.6 725.8 804.5 918.7 1,233.7 1,930.2 608.6 513.8 633.1
Stock market index options 178.2 195.0 322.5 481.5 1,148.2 2,235.5 3,233.9 2,980.1 3,139.8 3,177.5 3,815.6 852.5 899.1 1,229.7

Total 1,207.1 1,329.3 1,362.0 1,646.0 2,801.9 4,217.2 5,911.8 6,144.9 6,762.1 7,854.4 9,885.2 2,600.0 2,397.7 2,790.4
North America 463.5 530.0 462.8 461.3 675.6 912.2 1,279.8 1,633.6 1,926.8 2,541.8 3,146.5 881.1 746.8 786.2
Europe 482.8 525.9 604.7 718.6 957.7 1,075.1 1,346.5 1,412.7 1,592.9 1,947.4 2,560.2 816.1 688.0 763.0
Asia-Pacific 126.9 170.9 207.7 331.3 985.1 2,073.1 3,111.6 2,847.6 2,932.4 2,957.1 3,592.5 751.9 811.9 1,095.0
Other 134.0 102.5 86.8 134.9 183.4 156.7 174.0 251.0 310.0 408.1 586.0 150.9 151.1 146.2

Source: Bank for International Settlements.
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Table 6. Exchange-Traded Derivative Financial Instruments: Notional Principal Amounts Outstanding and 
Annual Turnover

           2008

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 Q1 Q2 Q3

(In billions of U.S. dollars) (In billions of U.S. dollars)

Notional principal amounts outstanding
Interest rate futures 7,586.7 8,031.4 7,924.9 7,907.8 9,269.6 9,955.6 13,123.7 18,164.9 20,708.7 24,476.2 26,769.6 26,793.6 26,874.2 23,308.1
Interest rate options 3,639.9 4,623.5 3,755.5 4,734.2 12,492.8 11,759.5 20,793.8 24,604.1 31,588.2 38,116.4 44,281.7 45,393.2 46,905.0 45,053.0
Currency futures 42.3 31.7 36.7 74.4 65.6 47.0 79.9 103.5 107.6 161.4 158.5 164.1 175.9 145.3
Currency options 118.6 49.2 22.4 21.4 27.4 27.4 37.9 60.7 66.1 78.6 132.7 193.5 190.6 180.3
Stock market index futures 210.9 291.6 346.9 377.5 344.2 365.7 549.4 635.3 784.1 1,045.4 1,131.6 1,160.5 1,583.9 1,432.9
Stock market index options 808.7 947.4 1,510.6 1,149.2 1,560.5 1,687.9 2,160.4 2,954.7 4,005.3 5,528.5 6,625.0 6,610.4 7,088.0 6,865.9

Total 12,407.1 13,974.8 13,597.0 14,264.6 23,760.1 23,843.1 36,745.0 46,523.3 57,259.9 69,406.6 79,099.1 80,315.2 82,817.7 76,985.6
North America 6,347.9 7,395.1 6,930.6 8,168.6 16,188.6 13,706.4 19,461.4 27,538.5 35,856.5 41,514.3 42,514.6 37,762.1 41,332.4 38,235.6
Europe 3,587.3 4,397.1 4,008.9 4,198.0 6,141.8 8,801.5 15,407.1 16,308.6 17,973.4 23,217.1 30,568.0 36,691.5 36,156.7 33,495.6
Asia-Pacific 2,235.7 1,882.5 2,407.8 1,611.8 1,318.4 1,206.0 1,659.9 2,426.9 3,004.5 4,049.6 4,971.0 4,786.0 4,049.0 4,323.3
Other 236.2 300.1 249.7 286.2 111.2 129.1 216.5 249.3 425.5 625.6 1,045.5 1,075.7 1,279.6 931.2

(In millions of contracts traded) (In millions of contracts traded)

Annual turnover
Interest rate futures 701.6 760.0 672.7 781.2 1,057.5 1,152.1 1,576.8 1,902.6 2,110.4 2,621.2 3,076.6 820.9 695.3 641.5
Interest rate options 116.8 129.7 118.0 107.7 199.6 240.3 302.3 361.0 430.8 566.7 663.3 198.6 155.7 139.7
Currency futures 73.6 54.5 37.1 43.5 49.0 42.6 58.8 83.7 143.0 231.1 353.1 102.1 117.4 131.6
Currency options 21.1 12.1 6.8 7.0 10.5 16.1 14.3 13.0 19.4 24.3 46.4 17.4 16.5 14.9
Stock market index futures 115.9 178.0 204.9 225.2 337.1 530.6 725.8 804.5 918.7 1,233.7 1,930.2 608.6 513.8 633.1
Stock market index options 178.2 195.0 322.5 481.5 1,148.2 2,235.5 3,233.9 2,980.1 3,139.8 3,177.5 3,815.6 852.5 899.1 1,229.7

Total 1,207.1 1,329.3 1,362.0 1,646.0 2,801.9 4,217.2 5,911.8 6,144.9 6,762.1 7,854.4 9,885.2 2,600.0 2,397.7 2,790.4
North America 463.5 530.0 462.8 461.3 675.6 912.2 1,279.8 1,633.6 1,926.8 2,541.8 3,146.5 881.1 746.8 786.2
Europe 482.8 525.9 604.7 718.6 957.7 1,075.1 1,346.5 1,412.7 1,592.9 1,947.4 2,560.2 816.1 688.0 763.0
Asia-Pacific 126.9 170.9 207.7 331.3 985.1 2,073.1 3,111.6 2,847.6 2,932.4 2,957.1 3,592.5 751.9 811.9 1,095.0
Other 134.0 102.5 86.8 134.9 183.4 156.7 174.0 251.0 310.0 408.1 586.0 150.9 151.1 146.2

Source: Bank for International Settlements.
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Table 7. United States: Sectoral Balance Sheets
(In percent)

2002 2003 2004 2005 2006 2007

Corporate sector
Debt/net worth 50.8 48.7 45.7 43.7 42.5 42.6
Short-term debt/credit market debt 30.9 27.8 28.0 27.5 27.9 30.2
Interest burden1 14.4 11.8 8.6 7.8 7.7 8.1

Household sector
Net worth/assets 82.2 82.6 82.5 82.5 82.1 81.2

Equity/total assets 21.4 25.0 25.3 25.0 26.8 26.9
Equity/financial assets 35.0 39.9 40.8 41.0 42.7 41.7

Net worth/disposable personal income 520.6 572.2 600.4 633.3 638.9 600.6
Home mortgage debt/total assets 12.2 12.2 12.4 12.8 13.1 13.1
Consumer credit/total assets 4.0 3.7 3.5 3.3 3.2 3.3
Total debt/financial assets 29.1 27.9 28.2 28.7 28.6 29.1
Debt-service burden2 13.4 13.6 13.6 14.1 14.3 14.4

Banking sector3

Credit quality
Nonperforming loans4/total loans 1.5 1.2 0.9 0.8 0.8 1.3
Net loan losses/average total loans 1.1 0.9 0.7 0.6 0.4 0.6
Loan-loss reserve/total loans 1.9 1.8 1.5 1.3 1.2 1.4
Net charge-offs/total loans 1.1 0.9 0.6 0.6 0.4 0.6

Capital ratios
Total risk-based capital 12.8 12.8 12.6 12.3 12.4 12.2
Tier 1 risk-based capital 10.0 10.1 10.0 9.9 9.8 9.4
Equity capital/total assets 9.2 9.2 10.1 10.3 10.2 10.2
Core capital (leverage ratio) 7.8 7.9 7.8 7.9 7.9 7.6

Profitability measures
Return on average assets (ROA) 1.3 1.4 1.3 1.3 1.3 0.9
Return on average equity (ROE) 14.5 15.3 13.7 12.9 13.0 9.1
Net interest margin 4.1 3.8 3.6 3.6 3.4 3.4
Efficiency ratio5 55.8 56.5 58.0 57.2 56.3 59.2

Sources: Board of Governors of the Federal Reserve System, Flow of Funds; Department of Commerce, Bureau of Economic Analysis; Federal 
Deposit Insurance Corporation; and Federal Reserve Bank of St. Louis.

1Ratio of net interest payments to pre-tax income.
2Ratio of debt payments to disposable personal income. 
3FDIC-insured commercial banks.
4Loans past due 90+ days and nonaccrual.
5Noninterest expense less amortization of intangible assets as a percent of net interest income plus noninterest income.
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Table 8. Japan: Sectoral Balance Sheets1

(In percent)
FY2002 FY2003 FY2004 FY2005 FY2006 FY2007 FY2008

Corporate sector
Debt/shareholders’ equity (book value) 146.1 121.3 121.5 101.7 98.2 97.1 98.4
Short-term debt/total debt 39.0 37.8 36.8 36.4 35.3 34.1 35.8
Interest burden2 27.8 22.0 18.4 15.6 15.2 16.2 19.2
Debt/operating profits 1,370.0 1,079.2 965.9 839.9 820.4 798.6 1,018.2

Memorandum item:
Total debt/GDP3 100.9 90.9 96.4 85.7 89.8 83.3 89.8

Household sector
Net worth/assets 84.4 84.5 84.6 84.9 85.0 . . . . . .

Equity 3.5 4.9 5.7 8.7 8.8 . . . . . .
Real estate 34.6 32.9 31.4 29.9 29.6 . . . . . .

Net worth/net disposable income 725.2 728.5 723.0 738.7 742.1 . . . . . .
Interest burden4 5.1 4.9 4.8 4.6 4.7 4.8 . . .

Memorandum items:
Debt/equity 448.2 317.6 268.4 174.5 170.1 . . . . . .
Debt/real estate 45.1 47.0 49.0 50.6 50.6 . . . . . .
Debt/net disposable income 134.2 133.2 131.5 131.6 130.6 . . . . . .
Debt/net worth 18.5 18.3 18.2 17.8 17.6 . . . . . .
Equity/net worth 4.1 5.8 6.8 10.2 10.3 . . . . . .
Real estate/net worth 41.0 38.9 37.1 35.2 34.8 . . . . . .
Total debt/GDP3 79.4 77.5 76.1 76.3 75.4 . . . . . .

Banking sector5

Credit quality
Nonperforming loans6/total loans 7.4 5.8 4.0 2.9 2.5 2.4 2.5

Capital ratio
Stockholders’ equity/assets 3.3 3.9 4.2 4.9 5.3 4.5 4.2

Profitability measures
Return on equity (ROE)7,8 –19.5 –2.7 4.1 11.3 8.5 6.1 3.0

Sources: Ministry of Finance, Financial Statements of Corporations by Industries; Cabinet Office, Economic and Social Research Institute, 
Annual Report on National Accounts; Japanese Bankers Association, Financial Statements of All Banks; and Financial Services Agency, The 
Status of Nonperforming Loans.

1Data are fiscal year beginning April 1. Stock data on households are only available through FY2006.
2Interest payments as a percent of operating profits.
3Revised due to the change in GDP figures.
4Interest payments as a percent of disposable income.
5Data refer to end-September 2008.
6Nonperforming loans are based on figures reported under the Financial Reconstruction Law. 
7Net income as a percentage of stockholders’ equity (no adjustment for preferred stocks, etc.).
8For FY 2008, the figure is estimated by doubling the net income in the first half of FY2008 (from April to September 2008).
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Table 9. Europe: Sectoral Balance Sheets1

(In percent)
2000 2001 2002 2003 2004 2005 2006 2007

Corporate sector
Debt/equity2 67.8 72.4 73.8 71.4 69.6 71.1 76.0 79.8
Short-term debt/total debt 37.5 36.9 37.4 33.9 33.8 36.3 37.2 38.8
Interest burden3 18.3 19.5 18.4 16.9 16.9 17.3 17.5 17.1
Debt/operating profits 315.8 322.0 326.2 318.8 320.0 340.4 376.3 405.7

Memorandum items:
Financial assets/equity 1.5 1.6 1.4 1.4 1.4 1.5 1.6 1.7
Liquid assets/short-term debt 73.7 76.7 70.2 84.2 94.4 97.6 96.1 98.5

Household sector
Net worth/assets 84.3 83.7 83.6 83.7 83.9 84.5 84.3 84.4

Equity/net worth 15.8 13.8 11.0 11.6 11.6 12.3 12.2 11.9
Equity/net financial assets 40.8 37.4 32.7 34.1 34.1 34.9 34.9 34.2

Interest burden4 5.7 5.4 5.4 5.2 5.3 5.1 5.2 5.9

Memorandum items:
Nonfinancial assets/net worth 59.8 61.9 65.9 65.7 65.9 64.6 64.9 65.2
Debt/net financial assets 47.3 49.7 54.8 53.0 52.7 48.2 48.1 48.3
Debt/income 94.7 94.9 97.5 100.3 105.5 106.2 109.1 112.1

Banking sector5

Credit quality
Nonperforming loans/total loans 3.0 2.9 2.5 2.3 2.4 2.1 2.4 2.2
Loan-loss reserve/nonperforming loans 82.1 80.8 81.5 73.0 68.1 81.5 73.1 75.9
Loan-loss reserve/total loans 2.5 2.4 2.4 2.4 2.4 1.8 1.7 1.7

Capital ratios
Equity capital/total assets 4.3 3.3 3.1 2.9 3.8 3.9 3.9 3.9
Capital funds/liabilities 6.9 6.8 5.4 5.0 5.7 5.5 5.6 5.9

Profitability measures
Return on assets, or ROA (after tax) 0.8 0.5 0.4 0.5 0.5 0.5 0.6 0.4
Return on equity, or ROE (after tax) 18.3 11.2 9.0 11.3 13.5 12.5 14.8 11.4
Net interest margin 1.5 1.4 1.6 1.5 1.1 1.0 0.9 0.9
Efficiency ratio6 66.4 68.2 69.0 73.1 64.8 62.9 60.5 64.9

Sources: ©2003 Bureau van Dijk Electronic Publishing-Bankscope; and IMF staff estimates.
1GDP-weighted average for France, Germany, and the United Kingdom, unless otherwise noted.
2Corporate equity adjusted for changes in asset valuation.
3Interest payments as a percent of gross operating profits.
4Interest payments as a percent of disposable income.
5Fifty largest European banks. Data availability may restrict coverage to less than 50 banks for specific indicators.
6Cost-to-income ratio.



EMERgIng MARkETS

185

EMERgIng MARkETS

0

20

40

60

80

100

0

10

20

30

40

50

60

Figure 15. Emerging Market Volatility Measures

MSCI Emerging Markets index1

Emerging Market Equity Volatility
(In percent)

EMBI Global index2

Emerging Market Debt Volatility
(In percent)

Sources: Morgan Stanley Capital International; JPMorgan Chase & Co.; and IMF staff estimates.
1Data utilize the MSCI Emerging Markets index in U.S. dollars to calculate 30-day rolling volatilities.
2Data utilize the EMBI Global total return index in U.S. dollars to calculate 30-day rolling volatilities. 
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Figure 16. Emerging Market Debt Cross-Correlation Measures
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Sources: JPMorgan Chase & Co.; and IMF staff estimates.
1Thirty-day moving simple average across all pair-wise return correlations of 20 constituents included in the EMBI Global.
2Simple average of all pair-wise correlations of all markets in a given region with all other bond markets, regardless of region.
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Table 10. Equity Market Indices

  2008 End of Period
12-

Month 
High

12-
Month 
Low

All- 
Time 
High1

All- 
Time 
Low1Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

world 1,437.4 1,402.1 1,182.4 920.2 1,036.3 1,169.3 1,257.8 1,483.6 1,588.8 920.2 1,588.8 771.5 1,682.4 423.1

Emerging Markets 1,104.6 1,087.1 786.9 567.0 442.8 542.2 706.5 912.7 1,245.6 567.0 1,249.7 454.3 1,338.5 175.3

Latin America 4,316.1 4,751.5 3,186.4 2,077.7 1,100.9 1,483.6 2,150.0 2,995.7 4,400.4 2,077.7 5,195.4 1,659.2 5,195.4 185.6
Argentina 3,120.7 4,187.7 2,341.9 1,304.0 933.6 1,163.0 1,857.1 3,084.1 2,918.8 1,304.0 4,187.7 1,078.6 4,187.7 152.6
Brazil 3,648.3 4,292.5 2,652.1 1,638.2 802.0 1,046.6 1,569.4 2,205.4 3,867.2 1,638.2 4,727.6 1,286.5 4,727.6 84.1
Chile 1,972.2 1,714.7 1,534.3 1,130.9 800.6 997.3 1,180.7 1,492.4 1,802.8 1,130.9 2,036.2 996.4 2,057.9 183.0
Colombia 590.0 607.1 551.6 447.9 108.6 245.0 495.7 549.8 619.3 447.9 734.0 341.3 734.0 41.2
Mexico 6,288.2 5,947.3 4,806.2 3,356.8 1,873.1 2,715.6 3,943.6 5,483.3 5,992.1 3,356.8 6,559.5 2,639.7 6,775.7 308.9
Peru 1,306.7 1,320.9 860.1 719.3 344.1 343.4 441.3 671.4 1,248.7 719.3 1,445.7 443.8 1,488.3 73.5
Venezuela 163.4 163.4 163.4 163.4 103.8 151.0 107.4 174.1 163.4 163.4 163.4 163.4 278.4 56.1

Asia 439.0 396.7 301.3 235.8 206.4 231.6 286.2 371.5 513.7 235.8 513.8 187.7 571.9 104.1
China 64.8 61.7 45.8 40.8 25.4 25.2 29.2 52.1 84.9 40.8 84.9 27.2 137.2 12.9
India 487.9 390.3 334.0 233.6 166.4 193.7 262.3 390.6 668.9 233.6 694.2 198.1 694.2 71.2
Indonesia 633.8 597.4 436.2 287.5 162.8 235.3 264.9 449.3 677.6 287.5 737.0 204.6 894.5 42.6
Korea 375.8 346.9 262.7 193.1 163.6 196.2 302.8 336.7 437.5 193.1 437.5 138.1 491.3 29.0
Malaysia 367.9 331.8 269.7 231.3 196.9 220.2 216.9 288.6 408.6 231.3 438.3 209.2 458.4 54.2
Pakistan 205.7 149.6 94.2 46.1 84.5 91.8 143.6 141.2 187.1 46.1 211.7 46.1 211.7 25.3
Philippines 296.2 221.7 226.1 167.9 113.8 141.2 169.4 263.2 363.4 167.9 364.0 145.8 697.6 76.4
Taiwan Province of China 309.5 276.2 198.5 150.8 217.9 232.1 239.8 278.8 294.0 150.8 333.9 130.0 529.3 108.7
Thailand 273.3 238.4 181.9 132.8 176.6 169.5 177.7 189.7 267.4 132.8 293.5 110.2 651.7 44.0

Europe, Middle East, & Africa 403.4 423.8 300.5 198.2 163.9 222.7 300.3 364.4 458.2 198.2 468.8 159.7 473.8 80.8
Czech Republic 825.7 905.6 662.4 455.5 166.4 293.8 421.5 546.5 828.9 455.5 929.2 343.6 929.2 54.4
Egypt 1,383.9 1,227.8 880.8 591.7 129.7 283.7 722.1 829.2 1,284.0 591.7 1,468.8 464.1 1,468.8 61.3
Hungary 981.7 1,004.7 800.9 427.1 352.9 661.8 765.0 1,003.0 1,137.4 427.1 1,137.4 324.9 1,304.8 77.3
Israel 249.9 277.6 233.9 182.4 141.4 167.4 209.3 194.4 264.0 182.4 284.4 172.5 284.4 67.6
Jordan 246.9 286.3 248.5 162.5 113.4 180.4 309.8 209.1 252.9 162.5 303.1 150.8 362.2 52.6
Morocco 697.5 668.0 520.3 453.6 174.0 204.7 222.5 361.9 521.2 453.6 703.4 408.3 703.4 99.4
Poland 1,442.9 1,303.1 1,079.5 657.5 471.1 747.1 903.9 1,223.4 1,501.2 657.5 1,501.2 547.1 1,671.9 98.2
Russia 1,359.5 1,492.8 815.8 397.0 461.1 479.9 813.4 1,250.3 1,536.4 397.0 1,641.5 344.4 1,641.5 30.6
South Africa 429.9 445.8 367.3 305.1 216.6 304.7 377.9 443.1 508.3 305.1 523.2 204.4 578.2 98.3
Turkey 461.2 442.8 439.9 275.0 231.8 321.0 486.6 441.7 751.1 275.0 751.1 194.1 789.8 66.1

Sectors
Energy 985.1 1,141.6 718.4 437.0 287.4 349.0 548.6 760.0 1,154.2 437.0 1,255.4 342.9 1,255.4 81.7
Materials 645.9 654.1 422.3 314.2 250.1 265.0 325.4 442.1 657.9 314.2 750.5 247.5 750.5 98.5
Industrials 290.9 246.0 181.1 130.6 98.9 128.0 156.1 210.7 351.1 130.6 351.6 96.4 403.8 52.6
Consumer discretionary 439.4 403.5 329.8 229.8 233.8 292.3 381.1 422.6 490.9 229.8 491.1 190.9 527.8 74.1
Consumer staple 313.3 307.3 252.3 209.6 118.6 147.0 197.0 266.2 330.2 209.6 336.1 166.2 343.1 80.4
Health care 437.0 442.6 416.2 375.2 272.5 290.8 393.3 356.3 458.8 375.2 476.4 332.0 476.4 83.3
Financials 351.0 326.7 263.7 194.1 138.8 187.9 240.6 328.8 424.0 194.1 424.3 151.1 473.0 74.6
Information technology 220.8 204.5 154.0 111.4 149.6 161.5 209.1 231.8 231.5 111.4 244.4 92.7 300.0 73.1
Telecommunications 295.6 272.7 219.9 180.7 100.8 131.6 158.9 218.0 328.0 180.7 328.0 140.9 343.2 62.9
Utilities 330.2 333.3 265.1 214.5 127.2 149.8 197.0 282.1 379.2 214.5 385.1 170.2 389.1 63.1
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Table 10 (continued)
Period on Period Percent Change

              2008 End of Period

Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

world –9.5 –2.5 –15.7 –22.2 30.8 12.8 7.6 18.0 7.1 –42.1

Emerging Markets –11.3 –1.6 –27.6 –27.9 51.6 22.4 30.3 29.2 36.5 –54.5

Latin America –1.9 10.1 –32.9 –34.8 67.1 34.8 44.9 39.3 46.9 –52.8
Argentina 6.9 34.2 –44.1 –44.3 98.5 24.6 59.7 66.1 –5.4 –55.3
Brazil –5.7 17.7 –38.2 –38.2 102.9 30.5 50.0 40.5 75.3 –57.6
Chile 9.4 –13.1 –10.5 –26.3 79.7 24.6 18.4 26.4 20.8 –37.3
Colombia –4.7 2.9 –9.1 –18.8 59.0 125.7 102.3 10.9 12.6 –27.7
Mexico 4.9 –5.4 –19.2 –30.2 29.8 45.0 45.2 39.0 9.3 –44.0
Peru 4.6 1.1 –34.9 –16.4 88.4 –0.2 28.5 52.1 86.0 –42.4
Venezuela 0.0 0.0 0.0 0.0 33.6 45.4 –28.9 62.2 –6.2 0.0

Asia –14.5 –9.6 –24.0 –21.7 47.1 12.2 23.5 29.8 38.3 –54.1
China –23.7 –4.7 –25.7 –11.0 80.3 –0.8 15.9 78.1 63.1 –51.9
India –27.1 –20.0 –14.4 –30.1 65.5 16.5 35.4 49.0 71.2 –65.1
Indonesia –6.5 –5.8 –27.0 –34.1 60.0 44.5 12.6 69.6 50.8 –57.6
Korea –14.1 –7.7 –24.3 –26.5 33.2 20.0 54.3 11.2 30.0 –55.9
Malaysia –10.0 –9.8 –18.7 –14.2 23.1 11.8 –1.5 33.1 41.5 –43.4
Pakistan 9.9 –27.3 –37.0 –51.1 28.9 8.6 56.5 –1.7 32.5 –75.4
Philippines –18.5 –25.2 2.0 –25.7 44.5 24.1 19.9 55.4 38.0 –53.8
Taiwan Province of China 5.3 –10.8 –28.1 –24.0 36.7 6.5 3.3 16.3 5.4 –48.7
Thailand 2.2 –12.8 –23.7 –27.0 115.4 –4.0 4.8 6.8 40.9 –50.3

Europe, Middle East, & Africa –12.0 5.1 –29.1 –34.0 51.2 35.8 34.9 21.3 25.8 –56.7
Czech Republic –0.4 9.7 –26.9 –31.2 31.6 76.6 43.5 29.6 51.7 –45.1
Egypt 7.8 –11.3 –28.3 –32.8 140.8 118.8 154.5 14.8 54.8 –53.9
Hungary –13.7 2.3 –20.3 –46.7 20.8 87.5 15.6 31.1 13.4 –62.4
Israel –5.3 11.1 –15.7 –22.0 55.7 18.4 25.0 –7.1 35.8 –30.9
Jordan –2.4 16.0 –13.2 –34.6 55.3 59.1 71.7 –32.5 20.9 –35.8
Morocco 33.8 –4.2 –22.1 –12.8 23.8 17.6 8.7 62.6 44.0 –13.0
Poland –3.9 –9.7 –17.2 –39.1 29.9 58.6 21.0 35.3 22.7 –56.2
Russia –11.5 9.8 –45.3 –51.3 70.3 4.1 69.5 53.7 22.9 –74.2
South Africa –15.4 3.7 –17.6 –16.9 8.8 40.7 24.0 17.3 14.7 –40.0
Turkey –38.6 –4.0 –0.7 –37.5 88.2 38.5 51.6 –9.2 70.0 –63.4

Sectors
Energy –14.6 15.9 –37.1 –39.2 76.2 21.4 57.2 38.5 51.9 –62.1
Materials –1.8 1.3 –35.4 –25.6 36.8 6.0 22.8 35.9 48.8 –52.2
Industrials –17.1 –15.4 –26.4 –27.9 60.1 29.5 22.0 35.0 66.6 –62.8
Consumer discretionary –10.5 –8.2 –18.3 –30.3 68.4 25.0 30.4 10.9 16.2 –53.2
Consumer staple –5.1 –1.9 –17.9 –17.0 34.4 24.0 34.0 35.1 24.1 –36.5
Health care –4.8 1.3 –6.0 –9.8 60.5 6.7 35.2 –9.4 28.8 –18.2
Financials –17.2 –6.9 –19.3 –26.4 40.7 35.4 28.1 36.7 28.9 –54.2
Information technology –4.6 –7.4 –24.7 –27.7 43.9 8.0 29.5 10.9 –0.1 –51.9
Telecommunications –9.9 –7.8 –19.4 –17.8 38.7 30.5 20.8 37.2 50.4 –44.9
Utilities –12.9 1.0 –20.5 –19.1 75.7 17.8 31.5 43.2 34.4 –43.4
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Table 10 (concluded)
   2008 End of Period 12- 

Month 
High

12- 
Month 
Low

All- 
Time 
High1

All- 
Time 
Low1Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

Developed Markets
Australia 873.2 903.1 656.2 476.4 441.1 558.6 628.7 799.0 998.8 476.4 1,021.7 377.1 1,127.4 176.2
Austria 2,947.3 3,057.3 1,790.5 1,015.9 1,158.5 1,960.2 2,411.0 3,248.9 3,273.2 1,015.9 3,460.2 797.1 3,661.2 606.1
Belgium 2,074.4 1,625.9 1,107.7 696.5 1,150.6 1,606.0 1,696.4 2,260.7 2,141.6 696.5 2,191.4 573.9 2,496.2 497.6
Canada 1,804.2 1,993.6 1,552.4 1,030.9 853.2 1,028.2 1,302.2 1,512.9 1,930.1 1,030.9 2,128.3 835.8 2,144.6 304.7
Denmark 5,991.2 5,915.9 4,356.3 3,129.8 2,252.3 2,899.8 3,551.2 4,859.4 6,036.6 3,129.8 6,380.6 2,615.7 6,380.6 708.5
Finland 873.6 738.9 537.4 429.2 450.9 468.5 534.3 679.3 985.1 429.2 985.1 355.0 1,329.0 33.2
France 2,084.3 1,958.8 1,585.5 1,253.2 1,243.0 1,445.6 1,558.1 2,051.6 2,275.1 1,253.2 2,275.1 1,007.6 2,350.4 422.2
Germany 2,219.3 2,116.1 1,681.0 1,330.0 1,160.9 1,327.5 1,429.8 1,902.1 2,520.7 1,330.0 2,520.7 1,043.1 2,538.9 467.9
Greece 872.1 743.8 582.3 341.2 382.8 540.7 609.2 801.7 1,036.1 341.2 1,047.0 305.4 1,053.1 157.5
Hong Kong SAR 8,054.7 7,639.1 5,840.4 4,696.9 4,536.1 5,479.0 5,741.7 7,249.8 9,966.9 4,696.9 9,977.3 3,796.0 10,589.5 1,427.6
Ireland 431.8 352.2 201.9 120.4 296.5 412.6 393.1 565.4 441.8 120.4 454.6 110.0 606.8 105.3
Italy 576.4 527.7 408.6 312.8 391.2 503.0 496.6 636.0 653.0 312.8 653.0 262.3 689.7 132.0
Japan 2,772.7 2,838.5 2,318.9 2,108.2 2,144.4 2,460.1 3,053.0 3,208.3 3,034.4 2,108.2 3,115.7 1,791.1 4,132.1 1,385.4
Netherlands 2,720.4 2,433.1 1,898.9 1,458.6 1,606.5 1,753.2 1,939.4 2,486.8 2,922.6 1,458.6 2,922.6 1,214.4 3,070.7 558.3
New Zealand 129.1 109.8 89.5 67.4 107.3 139.3 134.5 147.9 153.9 67.4 155.1 57.5 178.7 49.5
Norway 3,891.6 4,313.3 2,551.5 1,512.6 1,332.3 1,993.4 2,392.2 3,386.3 4,348.9 1,512.6 4,992.1 1,190.4 4,992.1 534.0
Portugal 203.2 169.2 137.8 108.5 115.8 141.1 134.8 193.3 234.0 108.5 234.3 90.9 246.4 66.0
Singapore 3,895.5 3,795.2 2,918.0 2,125.4 1,820.2 2,163.1 2,395.8 3,399.8 4,212.7 2,125.4 4,225.4 1,815.0 4,664.3 893.9
Spain 810.5 733.0 601.6 492.7 388.1 486.8 494.4 716.0 864.0 492.7 864.0 379.1 909.2 101.2
Sweden 6,509.9 5,662.9 4,372.4 3,276.0 3,360.9 4,503.2 4,867.9 6,839.0 6,746.0 3,276.0 6,958.9 2,620.6 8,152.0 737.9
Switzerland 4,126.2 3,857.7 3,345.7 2,899.6 2,480.4 2,821.8 3,241.1 4,079.3 4,237.3 2,899.6 4,291.2 2,340.4 4,449.8 527.2
United Kingdom 1,406.8 1,381.5 1,080.7 787.7 1,006.1 1,162.4 1,205.6 1,521.5 1,593.4 787.7 1,593.4 690.2 1,737.3 425.9
United States 1,254.8 1,222.8 1,105.6 854.4 1,045.4 1,137.4 1,180.6 1,336.3 1,390.9 854.4 1,390.9 708.8 1,493.0 273.7

Period on Period Percent Change
Developed Markets
Australia –12.6 3.4 –27.3 –27.4 8.5 26.6 12.5 27.1 25.0 –52.3 . . . . . . . . . . . .
Austria –10.0 3.7 –41.4 –43.3 28.5 69.2 23.0 34.8 0.7 –69.0 . . . . . . . . . . . .
Belgium –3.1 –21.6 –31.9 –37.1 8.7 39.6 5.6 33.3 –5.3 –67.5 . . . . . . . . . . . .
Canada –6.5 10.5 –22.1 –33.6 24.6 20.5 26.7 16.2 27.6 –46.6 . . . . . . . . . . . .
Denmark –0.8 –1.3 –26.4 –28.2 22.4 28.8 22.5 36.8 24.2 –48.2 . . . . . . . . . . . .
Finland –11.3 –15.4 –27.3 –20.1 –2.9 3.9 14.0 27.1 45.0 –56.4 . . . . . . . . . . . .
France –8.4 –6.0 –19.1 –21.0 14.6 16.3 7.8 31.7 10.9 –44.9 . . . . . . . . . . . .
Germany –12.0 –4.7 –20.6 –20.9 33.2 14.4 7.7 33.0 32.5 –47.2 . . . . . . . . . . . .
Greece –15.8 –14.7 –21.7 –41.4 35.8 41.2 12.7 31.6 29.2 –67.1 . . . . . . . . . . . .
Hong Kong SAR –19.2 –5.2 –23.5 –19.6 31.9 20.8 4.8 26.3 37.5 –52.9 . . . . . . . . . . . .
Ireland –2.3 –18.4 –42.7 –40.4 16.0 39.2 –4.7 43.9 –21.9 –72.7 . . . . . . . . . . . .
Italy –11.7 –8.5 –22.6 –23.5 12.2 28.6 –1.3 28.1 2.7 –52.1 . . . . . . . . . . . .
Japan –8.6 2.4 –18.3 –9.1 21.6 14.7 24.1 5.1 –5.4 –30.5 . . . . . . . . . . . .
Netherlands –6.9 –10.6 –22.0 –23.2 3.6 9.1 10.6 28.2 17.5 –50.1 . . . . . . . . . . . .
New Zealand –16.1 –14.9 –18.5 –24.7 19.6 29.8 –3.5 10.0 4.0 –56.2 . . . . . . . . . . . .
Norway –10.5 10.8 –40.8 –40.7 38.1 49.6 20.0 41.6 28.4 –65.2 . . . . . . . . . . . .
Portugal –13.2 –16.7 –18.6 –21.3 15.9 21.9 –4.5 43.4 21.0 –53.6 . . . . . . . . . . . .
Singapore –7.5 –2.6 –23.1 –27.2 31.4 18.8 10.8 41.9 23.9 –49.5 . . . . . . . . . . . .
Spain –6.2 –9.6 –17.9 –18.1 28.3 25.4 1.5 44.8 20.7 –43.0 . . . . . . . . . . . .
Sweden –3.5 –13.0 –22.8 –25.1 32.9 34.0 8.1 40.5 –1.4 –51.4 . . . . . . . . . . . .
Switzerland –2.6 –6.5 –13.3 –13.3 18.4 13.8 14.9 25.9 3.9 –31.6 . . . . . . . . . . . .
United Kingdom –11.7 –1.8 –21.8 –27.1 14.4 15.5 3.7 26.2 4.7 –50.6 . . . . . . . . . . . .
United States –9.8 –2.5 –9.6 –22.7 26.8 8.8 3.8 13.2 4.1 –38.6 . . . . . . . . . . . .

Data are provided by Morgan Stanley Capital International. Regional and sectoral compositions conform to Morgan Stanley Capital International definitions.
1From 1990 or initiation of the index.
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Table 11. Foreign Exchange Rates
(Units per U.S. dollar)

2008 End of Period
12- 

Month 
High

12- 
Month 
Low

All- 
Time 
High1

All- 
Time 
Low1Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

Emerging Markets

Latin America
Argentina  3.17  3.03  3.13  3.45  2.93  2.97  3.03  3.06  3.15  3.45  3.01  3.47  0.98  3.86 
Brazil  1.75  1.60  1.90  2.31  2.89  2.66  2.34  2.14  1.78  2.31  1.56  2.51 –  3.95 
Chile  435.24  527.89  552.11  638.50  592.75  555.75  512.00  533.38  497.95  638.50  429.55  682.75  295.18  759.75 
Colombia  1,831.30  1,913.50  2,192.16  2,248.58  2,780.00  2,354.75  2,286.50  2,240.00  2,018.00  2,248.58  1,655.03  2,404.75  689.21  2,980.00 
Mexico  10.64  10.31  10.94  13.67  11.23  11.15  10.63  10.82  10.91  13.67  9.86  13.90  2.68  13.90 
Peru  2.75  2.96  2.98  3.13  3.46  3.28  3.42  3.20  3.00  3.13  2.69  3.14  1.28  3.65 
Venezuela  2,147.30  2,147.30  2,147.30  2,147.30  1,598.00  1,918.00  2,147.30  2,147.30  2,147.30  2,147.30  2,147.30  2,147.30  45.00  2,147.50 

Asia
China  7.01  6.85  6.85  6.83  8.28  8.28  8.07  7.81  7.30  6.83  6.81  7.30  4.73  8.73 
India  40.12  43.04  46.96  48.80  45.63  43.46  45.05  44.26  39.42  48.80  39.27  50.29  16.92  50.29 
Indonesia 9,229.00 9,228.00 9,506.00 11,120.00 8,420.00 9,270.00 9,830.00 8,994.00 9,400.00 11,120.00 9,060.00 12,650.00 1,977.00 16,650.00 
Korea  990.30  1,046.05  1,206.85  1,259.55  1,192.10  1,035.10  1,010.00  930.00  936.05  1,259.55  935.37  1,514.00  683.50  1,962.50 
Malaysia  3.19  3.27  3.44  3.47  3.80  3.80  3.78  3.53  3.31  3.47  3.13  3.64  2.44  4.71 
Pakistan  62.70  68.40  78.25  79.10  57.25  59.43  59.79  60.88  61.63  79.10  61.32  83.80  21.18  83.80 
Philippines  41.74  44.96  47.05  47.52  55.54  56.23  53.09  49.01  41.23  47.52  40.27  49.94  23.10  56.46 
Taiwan Province of China  30.38  30.35  32.21  32.79  33.96  31.74  32.83  32.59  32.43  32.79  30.00  33.55  24.48  35.19 
Thailand  31.44  33.44  33.86  34.74  39.62  38.92  41.03  35.45  29.80  34.74  29.35  35.76  23.15  55.50 

Europe, Middle East, & 
Africa

Czech Republic  15.98  15.16  17.38  19.22  25.71  22.42  24.55  20.83  18.20  19.22  14.43  20.66  14.43  42.17 
Egypt  5.45  5.34  5.44  5.49  6.17  6.09  5.74  5.71  5.53  5.49  5.28  5.59  3.29  6.25 
Hungary  165.14  149.41  171.82  190.10  208.70  181.02  212.97  190.29  173.42  190.10  143.50  217.75  90.20  317.56 
Israel  3.56  3.35  3.46  3.78  4.39  4.32  4.61  4.22  3.86  3.78  3.23  4.03  1.96  5.01 
Jordan  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.71  0.64  0.72 
Morocco  10.13  10.08  9.27  9.47  10.08  11.09  11.94  11.70  10.43  9.47  9.20  10.63  7.75  12.06 
Poland  2.22  2.13  2.41  2.97  3.73  3.01  3.25  2.90  2.47  2.97  2.03  3.09  1.72  4.71 
Russia  23.49  23.44  25.64  29.40  29.24  27.72  28.74  26.33  24.63  29.40  23.16  29.58  0.98  31.96 
South Africa  8.09  7.82  8.29  9.53  6.68  5.67  6.33  7.01  6.86  9.53  6.74  11.57  2.50  12.45 
Turkey  1.32  1.23  1.27  1.54  1.41  1.34  1.35  1.42  1.17  1.54  1.15  1.73  0.00  1.77 

Developed Markets
Australia2 0.91 0.96 0.79 0.70 0.75 0.78 0.73 0.79 0.88 0.70 0.98 0.60 0.98 0.48
Canada 1.03 1.02 1.06 1.22 1.30 1.20 1.16 1.17 1.00 1.22 0.98 1.30 0.92 1.61
Denmark 4.72 4.73 5.29 5.33 5.91 5.49 6.30 5.65 5.11 5.33 4.67 5.98 4.67 9.00
Euro area2 1.58 1.58 1.41 1.40 1.26 1.36 1.18 1.32 1.46 1.40 1.60 1.25 1.60 0.83
Hong Kong SAR 7.78 7.80 7.77 7.75 7.76 7.77 7.75 7.78 7.80 7.75 7.75 7.82 7.70 7.83
Japan 99.69 106.21 106.11 90.64 107.22 102.63 117.75 119.07 111.71 90.64 87.24 111.64 80.63 159.90
New Zealand2 0.79 0.76 0.67 0.58 0.66 0.72 0.68 0.70 0.77 0.58 0.82 0.52 0.82 0.39
Norway 5.10 5.09 5.86 6.95 6.67 6.08 6.74 6.24 5.44 6.95 4.96 7.22 4.96 9.58
Singapore 1.38 1.36 1.44 1.43 1.70 1.63 1.66 1.53 1.44 1.43 1.35 1.53 1.35 1.91
Sweden 5.94 6.01 6.92 7.83 7.19 6.66 7.94 6.85 6.47 7.83 5.84 8.37 5.09 11.03
Switzerland 0.99 1.02 1.12 1.07 1.24 1.14 1.31 1.22 1.13 1.07 0.98 1.23 0.98 1.82
United Kingdom2 1.98 1.99 1.78 1.46 1.79 1.92 1.72 1.96 1.98 1.46 2.03 1.44 2.11 1.37
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Table 11 (concluded)
Period on Period Percent Change         

2008 End of Period
Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

Emerging Markets

Latin America
Argentina –0.6 4.7 –3.4 –9.2 14.7 –1.4 –1.9 –1.0 –2.8 –8.8
Brazil 1.5 9.2 –15.8 –17.7 22.4 8.9 13.7 9.4 20.0 –23.1
Chile 14.4 –17.6 –4.4 –13.5 21.5 6.7 8.5 –4.0 7.1 –22.0
Colombia 10.2 –4.3 –12.7 –2.5 3.1 18.1 3.0 2.1 11.0 –10.3
Mexico 2.5 3.2 –5.7 –20.0 –7.6 0.7 4.8 –1.7 –0.8 –20.2
Peru 9.0 –7.1 –0.7 –4.8 1.5 5.6 –4.1 7.1 6.6 –4.4
Venezuela 0.0 0.0 0.0 0.0 –13.1 –16.7 –10.7 0.0 0.0 0.0

Asia
China 4.1 2.3 0.1 0.3 0.0 0.0 2.6 3.4 7.0 6.9
India –1.8 –6.8 –8.3 –3.8 5.2 5.0 –3.5 1.8 12.3 –19.2
Indonesia 1.9 0.0 –2.9 –14.5 6.3 –9.2 –5.7 9.3 –4.3 –15.5
Korea –5.5 –5.3 –13.3 –4.2 –0.5 15.2 2.5 8.6 –0.6 –25.7
Malaysia 3.5 –2.2 –5.0 –0.9 0.0 0.0 0.5 7.1 6.7 –4.6
Pakistan –1.7 –8.3 –12.6 –1.1 1.7 –3.7 –0.6 –1.8 –1.2 –22.1
Philippines –1.2 –7.1 –4.4 –1.0 –3.5 –1.2 5.9 8.3 18.9 –13.2
Taiwan Province of China 6.7 0.1 –5.8 –1.8 2.0 7.0 –3.3 0.7 0.5 –1.1
Thailand –5.2 –6.0 –1.2 –2.5 8.8 1.8 –5.1 15.7 19.0 –14.2

Europe, Middle East, & 
Africa

Czech Republic 13.9 5.4 –12.8 –9.5 16.9 14.7 –8.7 17.9 14.4 –5.3
Egypt 1.6 2.1 –1.9 –1.0 –25.1 1.3 6.1 0.5 3.2 0.7
Hungary 5.0 10.5 –13.0 –9.6 7.6 15.3 –15.0 11.9 9.7 –8.8
Israel 8.3 6.2 –3.1 –8.5 8.0 1.6 –6.1 9.2 9.3 2.0
Jordan 0.0 0.1 –0.1 –0.1 0.1 0.0 0.1 –0.1 0.0 0.0
Morocco 2.9 0.5 8.8 –2.1 –2.7 –9.2 –7.1 2.0 12.3 10.1
Poland 11.4 4.3 –11.7 –18.9 2.6 24.0 –7.2 11.8 17.5 –16.8
Russia 4.9 0.2 –8.6 –12.8 9.3 5.5 –3.6 9.2 6.9 –16.2
South Africa –15.2 3.5 –5.6 –13.0 28.2 18.0 –10.5 –9.7 2.1 –28.0
Turkey –11.6 8.0 –3.4 –17.6 17.7 4.7 –0.6 –4.7 21.1 –24.0

Developed Markets
Australia 4.3 5.0 –17.3 –11.3 33.9 3.8 –6.1 7.6 11.0 –19.7
Canada –2.6 0.4 –4.0 –12.7 21.2 7.9 3.4 –0.3 16.8 –18.1
Denmark 8.2 –0.2 –10.6 –0.6 19.8 7.8 –12.9 11.5 10.5 –4.0
Euro area 8.2 –0.2 –10.6 –0.9 20.0 7.6 –12.6 11.4 10.5 –4.2
Hong Kong SAR 0.2 –0.2 0.4 0.2 0.4 –0.1 0.2 –0.3 –0.3 0.6
Japan 12.1 –6.1 0.1 17.1 10.8 4.5 –12.8 –1.1 6.6 23.2
New Zealand 2.6 –3.0 –12.1 –13.5 25.0 9.5 –4.8 3.0 8.8 –24.4
Norway 6.7 0.1 –13.2 –15.7 4.1 9.6 –9.8 8.1 14.7 –21.8
Singapore 4.7 1.2 –5.3 0.4 2.1 4.2 –1.9 8.4 6.5 0.7
Sweden 8.9 –1.2 –13.1 –11.7 20.9 8.0 –16.2 15.9 5.9 –17.4
Switzerland 14.1 –2.7 –9.0 5.0 11.7 8.7 –13.2 7.7 7.5 6.1
United Kingdom –0.1 0.4 –10.6 –18.0 10.9 7.4 –10.2 13.7 1.3 –26.5

Source: Bloomberg L.P.
1High value indicates value of greatest appreciation against the U.S. dollar; low value indicates value of greatest depreciation against the U.S. 

dollar. “All-Time” refers to the period since 1990 or initiation of the currency.
2U.S. dollars per unit.
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Table 12. Emerging Market Bond Index: EMBI Global Total Returns Index

       2008 End of Period
12- 

Month 
High

12- 
Month 
Low

All- 
Time 
High1

All- 
Time 
Low1Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

EMBI Global 411 408 387 364 283 316 350 384 409 364 398 348 418 63

Latin America
Argentina 97 93 70 47 67 81 83 126 112 47 114 36 194 36
Brazil 636 651 624 670 390 446 505 580 633 670 672 496 672 68
Chile 204 199 200 205 162 172 177 185 197 205 208 183 208 98
Colombia 313 315 305 308 201 228 256 283 309 308 327 239 327 70
Dominican Republic 187 187 175 120 99 126 156 184 198 120 198 105 198 83
Ecuador 834 862 687 220 464 562 636 561 811 220 889 201 889 61
El Salvador 159 158 151 122 110 123 134 152 165 122 165 105 165 95
Mexico 390 382 373 379 284 308 333 353 377 379 395 297 395 58
Panama 691 694 667 639 452 511 567 637 691 639 712 509 712 56
Peru 641 639 604 601 431 485 514 591 633 601 667 474 667 52
Uruguay 181 186 174 162 97 129 151 177 188 162 192 119 192 38
Venezuela 546 565 468 338 393 484 562 634 563 338 586 308 638 59

Asia
China 299 295 297 314 241 253 260 271 289 314 314 267 314 98
Indonesia 160 150 143 131 . . . 121 133 154 159 131 161 90 161 90
Malaysia 248 244 244 244 194 207 215 224 240 244 253 210 253 64
Philippines 428 411 419 403 261 280 337 394 425 403 436 306 436 81
Vietnam 119 110 108 99 . . . . . . 101 112 117 99 120 77 120 77

Europe, Middle East, 
& Africa

Bulgaria 729 720 709 646 578 630 643 676 713 646 746 596 746 80
Egypt 175 176 175 178 140 150 155 161 171 178 179 165 179 87
Hungary 168 168 170 149 142 144 148 153 168 149 176 131 176 97
Iraq 124 130 120 81 . . . . . . . . . 102 115 81 136 64 136 64
Lebanon 240 250 252 249 177 195 212 215 236 249 255 197 255 99
Pakistan 120 110 67 57 160 107 112 123 111 57 121 49 160 49
Poland 385 375 377 373 290 312 327 340 373 373 388 332 388 71
Russia 619 614 562 494 426 475 538 568 607 494 627 438 627 26
Serbia1 121 122 112 82 . . . . . . 108 117 121 82 125 76 125 76
South Africa 371 373 360 357 297 323 337 349 373 357 379 287 379 99
Tunisia 164 162 161 159 127 138 143 149 160 159 166 149 166 98
Turkey 384 368 379 383 279 307 336 356 392 383 401 274 401 91
Ukraine 380 362 316 172 289 310 334 353 372 172 386 171 386 100

Latin America 373 375 350 331 252 285 316 354 372 331 383 266 383 62

Non-Latin America 482 471 456 425 342 374 413 443 476 425 486 347 486 72
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Table 12 (concluded)
Period on Period Percent Change

        2008 End of Period
Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

EMBI Global 0.6 –0.8 –5.0 –6.0 25.7 11.7 10.7 9.9 6.3 –10.9

Latin America
Argentina –12.7 –4.7 –24.4 –33.1 19.1 19.8 2.7 51.3 –11.1 –57.9
Brazil 0.5 2.3 –4.2 7.4 69.8 14.3 13.2 14.8 9.1 5.8
Chile 3.7 –2.2 0.3 2.7 8.3 6.0 3.2 4.1 6.4 4.5
Colombia 1.3 0.4 –3.1 0.8 19.4 13.2 12.4 10.7 9.1 –0.5
Dominican Republic –5.3 –0.2 –6.3 –31.2 –15.3 27.2 24.1 18.0 7.3 –39.0
Ecuador 2.9 3.3 –20.3 –67.9 101.5 21.1 13.2 –11.8 44.6 –72.9
El Salvador –3.3 –0.9 –4.2 –19.0 11.9 11.5 8.8 14.1 8.0 –25.6
Mexico 3.4 –1.9 –2.4 1.7 11.6 8.6 8.1 6.0 6.9 0.7
Panama –0.1 0.6 –4.0 –4.2 14.4 13.0 11.1 12.3 8.5 –7.6
Peru 1.2 –0.2 –5.4 –0.6 26.6 12.6 6.0 14.8 7.1 –5.1
Uruguay –3.6 2.4 –6.1 –7.2 55.6 34.0 16.3 17.3 6.6 –14.0
Venezuela –3.0 3.6 –17.2 –27.8 39.9 23.2 16.1 12.8 –11.2 –39.9

Asia
China 3.4 –1.3 0.4 5.7 4.5 5.1 3.0 4.1 6.7 8.4
Indonesia 1.0 –6.1 –4.9 –8.3 . . . . . . 9.7 15.9 3.0 –17.3
Malaysia 3.2 –1.8 0.2 –0.1 10.7 6.6 3.7 4.3 7.4 1.4
Philippines 0.8 –4.1 2.0 –3.7 13.4 7.1 20.6 16.8 7.9 –5.1
Vietnam 1.4 –7.3 –1.3 –8.7 . . . . . . . . . 10.6 4.5 –15.3

Europe, Middle East, 
& Africa

Bulgaria 2.2 –1.2 –1.6 –8.9 10.2 8.9 2.1 5.1 5.6 –9.5
Egypt 2.6 0.4 –0.7 1.8 14.4 6.8 3.8 3.8 5.9 4.2
Hungary 0.1 –0.2 1.4 –12.4 3.7 1.2 2.8 3.7 9.4 –11.2
Iraq 7.4 4.8 –7.1 –33.0 . . . . . . . . . . . . 12.4 –29.9
Lebanon 1.5 4.3 1.0 –1.4 19.5 9.9 8.7 1.6 9.9 5.3
Pakistan 7.9 –7.6 –39.4 –15.4 –0.2 –33.3 4.5 10.3 –10.0 –48.8
Poland 3.0 –2.5 0.5 –1.0 3.7 7.5 5.0 3.8 9.9 –0.1
Russia 2.1 –0.9 –8.6 –12.0 22.4 11.5 13.3 5.5 6.9 –18.5
Serbia1 –0.2 1.4 –8.8 –27.0 . . . . . . . . . 8.3 3.7 –32.6
South Africa –0.5 0.4 –3.5 –0.8 9.6 8.8 4.3 3.7 6.8 –4.3
Tunisia 2.1 –1.2 –0.7 –1.1 13.3 8.7 3.7 3.8 7.8 –0.9
Turkey –2.1 –4.2 3.0 1.0 30.8 10.0 9.5 6.1 10.2 –2.3
Ukraine 2.4 –5.0 –12.6 –45.6 19.8 7.2 7.7 5.9 5.2 –53.8

Latin America 0.1 0.7 –6.9 –5.3 33.0 13.4 10.9 11.9 5.2 –11.1

Non-Latin America 1.2 –2.3 –3.2 –6.7 17.7 9.2 10.6 7.2 7.5 –10.7

Source: JPMorgan Chase & Co.
1Data prior to 2006 refer to Serbia and Montenegro.
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Table 13. Emerging Market Bond Index: EMBI Global Yield Spreads
(In basis points)

       2008 End of Period
12- 

Month 
High

12- 
Month 
Low

All- 
Time 
High1

All- 
Time 
Low1Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

EMBI Global 324 308 442 724 403 347 237 171 255 724 339 168 1,631 151

Latin America
Argentina 581 614 953 1,704 5,485 4,527 504 216 410 1,704 1,965 410 7,222 185
Brazil 283 227 333 429 459 376 308 190 220 429 688 178 2,451 138
Chile 176 177 223 343 90 64 80 84 151 343 393 151 393 52
Colombia 258 221 318 498 427 332 244 161 195 498 741 156 1,076 95
Dominican Republic 489 463 671 1,605 1,141 824 378 196 281 1,605 1,785 281 1,785 122
Ecuador 662 596 1,001 4,731 799 690 661 920 614 4,731 5,069 538 5,069 436
El Salvador 296 285 384 854 284 245 239 159 199 854 928 199 928 99
Mexico 193 194 275 434 201 174 143 115 172 434 627 147 1,149 89
Panama 244 218 305 539 324 274 239 146 184 539 648 162 769 114
Peru 223 199 310 509 325 239 257 118 178 509 653 142 1,061 95
Uruguay 343 294 412 685 636 388 298 185 243 685 907 243 1,982 133
Venezuela 661 596 959 1,864 586 403 313 183 523 1,864 1,887 490 2,658 161

Asia
China 154 137 191 228 58 57 68 51 120 228 333 120 364 39
Indonesia 329 381 490 762 . . . 244 269 153 275 762 1,143 275 1,143 136
Malaysia 144 153 194 370 100 78 82 66 119 370 487 114 1,141 65
Philippines 273 303 324 546 415 457 302 155 207 546 797 207 993 132
Vietnam 283 368 404 747 . . . . . . 190 95 203 747 1,101 203 1,101 89

Europe, Middle East, 
& Africa

Bulgaria 221 204 302 674 177 77 90 66 153 674 725 128 1,679 42
Egypt 258 201 333 385 131 101 58 52 178 385 458 107 646 20
Hungary 163 134 174 504 28 32 74 58 84 504 568 84 568 –29
Iraq 545 474 594 1,282 . . . . . . . . . 526 569 1,282 1,398 430 1,398 376
Lebanon 594 469 514 794 421 334 246 395 493 794 1,204 439 1,204 111
Pakistan 562 687 1,600 2,112 . . . 233 198 154 535 2,112 2,222 516 2,225 138
Poland 112 115 169 314 76 69 62 47 67 314 401 67 410 17
Russia 208 197 388 805 257 213 118 99 157 805 915 146 7,063 87
Serbia1 389 332 526 1,224 . . . . . . 238 186 304 1,224 1,351 291 1,351 134
South Africa 271 232 364 562 152 102 87 84 164 562 805 164 805 50
Tunisia 214 197 320 464 146 91 81 83 140 464 656 140 656 48
Turkey 348 384 391 534 309 264 223 207 239 534 887 239 1,196 168
Ukraine 376 467 868 2,771 258 255 184 172 303 2,771 2,774 303 2,774 125

Latin America 347 313 470 746 518 415 272 180 275 746 914 268 1,532 157

Non-Latin America 297 303 409 699 248 239 179 159 227 699 880 227 1,812 142
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Table 13 (concluded)
Period on Period Spread Change

        2008 End of period
Q1 Q2 Q3 Q4 2003 2004 2005 2006 2007 2008

EMBI Global 70 –16 134 282 –322 –56 –110 –66 84 470

Latin America
Argentina 171 33 339 751 –857 –958 –4,023 –288 194 1,294
Brazil 63 –56 106 96 –1,001 –83 –68 –118 30 209
Chile 25 1 46 120 –86 –26 16 4 67 192
Colombia 63 –37 97 180 –206 –95 –88 –83 34 303
Dominican Republic 208 –26 208 934 642 –317 –446 –182 85 1,324
Ecuador 48 –66 405 3,730 –1,002 –109 –29 259 –306 4,117
El Salvador 97 –11 99 470 –127 –39 –6 –80 40 655
Mexico 21 1 81 159 –128 –27 –31 –28 57 262
Panama 60 –26 87 234 –122 –50 –35 –93 38 355
Peru 45 –24 111 199 –284 –86 18 –139 60 331
Uruguay 100 –49 118 273 –592 –248 –90 –113 58 442
Venezuela 138 –65 363 905 –545 –183 –90 –130 340 1,341

Asia
China 34 –17 54 37 –26 –1 11 –17 69 108
Indonesia 54 52 109 272 . . . . . . 25 –116 122 487
Malaysia 25 9 41 176 –112 –22 4 –16 53 251
Philippines 66 30 21 222 –107 42 –155 –147 52 339
Vietnam 80 85 36 343 . . . . . . . . . –95 108 544

Europe, Middle East, 
& Africa

Bulgaria 68 –17 98 372 –114 –100 13 –24 87 521
Egypt 80 –57 132 52 –194 –30 –43 –6 126 207
Hungary 79 –29 40 330 –24 4 42 –16 26 420
Iraq –24 –71 120 688 . . . . . . . . . . . . 43 713
Lebanon 101 –125 45 280 –355 –87 –88 149 98 301
Pakistan 27 125 913 512 –271 . . . –35 –44 381 1,577
Poland 45 3 54 145 –109 –7 –7 –15 20 247
Russia 51 –11 191 417 –221 –44 –95 –19 58 648
Serbia1 85 –57 194 698 . . . . . . . . . –52 118 920
South Africa 107 –39 132 198 –98 –50 –15 –3 80 398
Tunisia 74 –17 123 144 –127 –55 –10 2 57 324
Turkey 109 36 7 143 –387 –45 –41 –16 32 295
Ukraine 73 91 401 1,903 –413 –3 –71 –12 131 2,468

Latin America 72 –34 157 276 –463 –103 –143 –92 95 471
Non-Latin America 70 6 106 290 –196 –9 –60 –20 68 472

Source: JPMorgan Chase & Co.
1Data prior to 2006 refer to Serbia and Montenegro.
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Table 14. Emerging Market External Financing: Total Bonds, Equities, and Loans1

(In millions of U.S. dollars)

       2008
2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Total 325,729.6 454,640.3 540,183.9 716,401.2 446,540.0 106,919.3 182,687.3 109,730.3  47,203.1 

Africa  12,715.3  12,435.3  15,985.5  30,584.6  9,369.0  440.5  5,931.8  2,215.0  781.6 
Algeria  307.9  489.3  2.0  411.0  1,738.0  —  1,738.0  —  — 
Angola  2,900.0  3,122.7  91.9  74.6  —  —  —  —  — 
Botswana 28.4  —  —  —  —  —  —  —  — 
Burkina Faso  — 11.0  — 14.5  —  —  —  —  — 
Cameroon 48.0 30.0  —  —  —  —  —  —  — 
Cape Verde  —  —  — 13.0  —  —  —  —  — 
Central African Republic  —  —  — 305.5  —  —  —  —  — 
Côte d’Ivoire  —  —  —  —  45.0  —  45.0  —  — 
Djibouti  40.0  —  —  —  —  —  —  —  — 
Ethiopia  40.0  —  —  —  100.2  —  100.2  —  — 
Gabon  22.0  —  34.4  1,000.0  600.0  —  600.0  —  — 
Ghana  850.0  706.5  860.0  1,464.3  1,000.0  —  —  1,000.0  — 
Kenya  135.1  64.0  330.1  10.0  277.0  —  183.0  25.0  68.9 
Lesotho  —  —  —  19.7  —  —  —  —  — 
Malawi  4.8  —  —  —  —  —  —  —  — 
Mali  288.9  —  —  180.9  110.4  110.4  —  —  — 
Mauritius  —  99.3  180.0  —  29.0  9.0  —  20.0  — 
Morocco  803.5  1.9  158.7  1,721.0  472.6  —  196.9  275.7  — 
Mozambique  422.4  —  38.8  —  834.0  —  825.5  8.5  — 
Namibia  —  50.0  100.0  —  97.6  —  87.6  10.0  — 
Nigeria  875.0  874.0  640.0  4,884.3  223.5  —  155.0  —  68.5 
Senegal  10.0  —  31.6  —  —  —  —  —  — 
Seychelles  —  —  200.0  30.0  —  —  —  —  — 
South Africa  5,324.8  6,265.9  12,700.7  19,797.5  2,799.5  31.1  1,549.6  750.9  468.0 
Sudan  31.0  —  —  —  —  —  —  —  — 
Tanzania  —  136.0  —  —  446.1  270.0  —  —  176.1 
Togo  —  —  —  —  125.0  —  —  125.0  — 
Tunisia  583.6  579.9  24.7  403.4  402.0  —  402.0  —  — 
Uganda  —  —  12.6  —  —  —  —  —  — 
Zambia  —  —  505.0  255.0  20.0  20.0  —  —  — 
Zimbabwe  —  4.8  75.1  —  48.9  —  48.9  —  — 

Asia  152,357.9  189,506.2  221,832.9  296,076.5  184,195.5  60,284.7  55,610.2  45,057.6  23,242.8 
Bangladesh  176.8  16.7  106.6  57.5  65.4  65.4  —  —  — 
Brunei Darussalam  —  —  —  —  505.0  —  —  505.0  — 
Cambodia  —  —  96.3  220.0  —  —  —  —  — 
China  25,661.6  38,804.6  50,039.4  74,700.7  29,053.1  11,729.7  8,406.4  7,163.8  1,753.1 
Fiji  —  —  150.0  —  —  —  —  —  — 
Hong Kong SAR  19,291.2  19,997.7  25,697.6  23,277.6  15,410.1  2,621.3  4,964.0  6,339.3  1,485.6 
India  13,301.1  21,660.0  29,534.4  58,005.3  37,206.4  15,478.7  8,231.2  8,240.2  5,256.4 
Indonesia  4,115.3  5,193.3  8,432.4  8,106.2  13,776.6  3,963.4  6,064.4  1,574.7  2,174.2 
Korea  31,016.0  47,668.6  38,677.3  59,505.2  34,284.3  11,700.1  14,312.3  4,546.5  3,725.3 
Lao P.D.R.  210.0  1,000.0  —  —  592.0  —  —  —  592.0 
Macao SAR  382.0  729.0  3,692.7  4,531.4  646.5  180.0  —  466.5  — 
Malaysia  7,977.8  6,154.6  7,686.8  7,068.3  5,260.2  786.0  599.7  3,462.0  412.5 
Marshall Islands  —  24.0  170.0  1,069.3  204.0  —  204.0  —  — 
Mongolia  —  30.0  6.0  85.0  6.8  —  4.0  2.8  — 
Nepal  —  —  —  —  15.0  5.0  —  10.0  — 
Pakistan  970.0  739.2  3,260.0  2,158.3  885.2  240.0  255.4  42.4  347.4 
Papua New Guinea  —  —  —  1,024.3  —  —  —  —  — 
Philippines  6,358.4  6,194.8  7,041.8  6,319.0  3,066.0  570.8  862.7  698.4  934.1 
Singapore  11,949.3  14,546.2  19,680.4  19,640.0  20,437.9  5,912.8  6,511.6  6,242.1  1,771.5 
Sri Lanka  135.0  383.0  129.8  755.0  538.7  —  343.7  25.0  170.0 
Taiwan Province of China  26,558.0  19,085.0  22,189.9  24,404.2  18,012.1  6,300.9  3,102.7  5,068.4  3,540.1 
Thailand  4,141.3  6,310.8  4,784.1  2,494.2  2,570.4  136.7  1,236.4  458.5  738.9 
Vietnam  114.0  968.8  457.4  2,655.2  1,659.5  594.0  511.7  212.0  341.8 

Europe  70,203.9  103,724.6  127,543.6  161,433.3  124,175.4  21,806.3  62,904.3  26,527.2  12,937.7 
Albania  —  —  —  —  78.1  35.7  —  —  42.4 
Belarus  21.4  32.0  338.6  302.8  327.0  43.0  149.0  135.0  — 
Bulgaria  1,099.9  1,103.7  1,727.1  1,360.0  1,415.0  438.3  300.5  676.1  — 
Croatia  2,737.4  1,263.7  1,896.7  2,786.6  1,413.1  —  656.2  756.9  — 
Cyprus  1,178.4  1,189.9  3,660.6  3,098.7  3,236.0  65.4  1,470.7  439.6  1,260.2 
Czech Republic  4,066.2  4,001.1  2,181.4  4,262.7  8,424.7  1,289.0  5,697.7  1,237.8  200.2 
Estonia  1,181.4  692.8  470.9  299.2  328.9  178.8  117.7  32.5  — 
Faroe Islands  —  85.3  273.9  431.2  217.4  —  217.4  —  — 
Gibraltar  —  1,897.1  2,371.7  994.9  —  —  —  —  — 
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Table 14 (concluded)
       2008

2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Europe (continued)
Hungary  9,260.2  9,341.7  7,328.7  5,330.8  9,103.9  1,808.5  6,063.7  1,053.2  178.4 
Latvia  881.6  516.1  1,457.4  1,614.7  1,824.9  1,115.8  23.4  46.5  639.2 
Lithuania  986.0  1,219.9  1,292.0  1,645.3  213.3  15.0  93.5  —  104.9 
Macedonia, FYR  66.0  176.5  —  14.4  —  —  —  —  — 
Malta  242.7  —  256.0  —  218.7  —  —  218.7  — 
Moldova  7.0  13.1  —  —  171.3  —  —  63.0  108.3 
Montenegro  —  —  0.8  21.4  6.4  —  —  —  6.4 
Poland  5,259.3  16,391.7  8,246.7  7,252.0  9,400.5  1,168.2  5,943.8  284.1  2,004.5 
Romania  1,116.7  2,611.0  747.2  1,129.1  1,890.0  183.9  1,410.1  158.8  137.2 
Russia  22,121.2  37,003.7  59,165.4  84,535.9  60,879.9  7,869.7  32,839.4  14,713.8  5,457.0 
Serbia2  213.4  1,252.6  60.2  568.6  243.3  7.8  220.8  14.6  — 
Slovak Republic  1,319.0  711.5  1,210.7  1,354.2  —  —  —  —  — 
Slovenia  1,321.9  1,887.3  1,837.8  4,537.7  3,828.9  1,532.3  1,918.8  42.5  335.3 
Turkey  14,506.9  18,999.6  27,641.6  31,220.1  16,104.3  5,070.8  3,972.1  5,401.1  1,660.3 
Ukraine  2,617.1  3,334.4  5,378.1  8,672.9  4,849.8  984.1  1,809.3  1,253.0  803.4 

Middle East and 
Central Asia  33,909.9  63,510.7  102,259.9  96,694.7  70,926.2  11,084.3  31,652.0  25,255.0  2,934.9 

Armenia  —  1.3  30.0  19.1  11.0  11.0  —  —  — 
Azerbaijan  1,217.2  400.2  183.8  315.7  116.6  13.6  57.0  31.0  15.0 
Bahrain  1,888.6  2,913.9  3,825.7  6,170.1  445.0  370.0  55.0  20.0  — 
Egypt  1,465.0  3,426.1  4,379.6  5,471.8  6,695.3  1,852.6  3,802.4  368.0  672.3 
Georgia  —  11.1  220.8  341.6  649.6  100.0  500.0  3.7  45.9 
Iran, I.R. of  2,419.4  1,928.8  142.5  —  —  —  —  —  — 
Iraq  —  107.8  2,877.0  —  —  —  —  —  — 
Israel  3,977.9  5,113.0  3,518.4  2,662.2  2,468.9  717.9  1,401.1  198.4  151.6 
Jordan  199.4  —  60.0  180.0  —  —  —  —  — 
Kazakhstan  6,376.2  8,199.1  16,655.7  18,049.7  11,137.1  222.9  4,544.0  4,911.4  1,458.8 
Kuwait  1,788.2  4,445.0  5,346.6  1,919.9  3,146.8  1,005.7  1,355.0  656.1  130.0 
Kyrgyz Republic  —  2.0  —  —  7.4  —  0.8  6.6  — 
Lebanon  5,382.8  2,558.0  6,040.0  2,420.0  3,203.2  875.0  1,763.2  500.0  65.0 
Libya  —  —  —  38.0  —  —  —  —  — 
Oman  1,328.6  3,320.6  3,430.2  3,580.7  950.6  450.0  96.0  404.6  — 
Qatar  2,042.7  10,768.5  10,527.9  14,700.6  11,318.1  838.2  3,588.5  6,511.4  380.0 
Saudi Arabia  2,749.6  5,791.0  9,115.5  7,110.6  7,232.5  52.0  4,505.6  2,674.9  — 
Syrian Arab Republic  —  —  —  —  80.0  —  80.0  —  — 
Tajikistan  5.2  1.2  —  2.0  16.7  —  —  16.7  — 
United Arab Emirates  3,041.0  14,519.5  35,901.2  33,712.7  21,008.9  4,575.4  7,481.2  8,952.2  — 
Uzbekistan  28.0  3.6  4.9  —  16.4  —  —  —  16.4 
Yemen Arab Republic  —  —  —  —  2,422.2  —  2,422.2  —  — 

Latin America  56,542.5  85,463.4  72,562.0  131,612.1  57,874.0  13,303.4  26,589.0  10,675.5  7,306.1 
Argentina  1,790.0  20,663.0  3,343.6  10,049.5  1,301.4  1,036.4  265.0  —  — 
Bolivia  —  54.0  —  —  100.0  100.0  —  —  — 
Brazil  16,669.8  27,486.0  31,219.4  72,969.1  30,343.1  6,741.7  14,282.8  7,557.3  1,761.2 
Chile  7,956.8  6,808.6  6,009.9  3,743.2  5,680.4  692.0  2,771.0  400.0  1,817.5 
Colombia  1,628.4  3,063.3  5,036.1  7,879.4  1,991.7  1,750.0  202.0  39.7  — 
Costa Rica  334.2  91.7  1.7  31.1  185.0  —  165.0  20.0  — 
Cuba  69.8  1.9  —  —  —  —  —  —  — 
Dominican Republic  140.5  284.4  779.8  657.9  479.6  100.0  —  379.6  — 
Ecuador  —  759.0  19.1  104.0  —  —  —  —  — 
El Salvador  340.2  454.5  1,326.6  —  —  —  —  —  — 
Guatemala  439.3  365.0  —  15.0  —  —  —  —  — 
Haiti  —  —  134.0  —  —  —  —  —  — 
Honduras  119.0  4.6  —  —  113.6  —  —  113.6  — 
Jamaica  905.3  1,466.6  1,076.1  1,275.0  450.0  —  450.0  —  — 
Mexico  19,930.0  14,104.2  16,341.9  17,678.9  10,147.9  2,252.0  2,653.2  1,815.4  3,427.3 
Nicaragua  22.0  —  —  —  —  —  —  —  — 
Paraguay  —  —  —  —  98.8  18.8  80.0  —  — 
Peru  1,388.2  2,583.9  1,489.9  5,724.4  2,330.0  610.0  1,070.0  350.0  300.0 
St. Lucia  —  —  —  —  —  —  —  —  — 
Trinidad and Tobago  415.0  100.0  2,708.0  955.4  —  —  —  —  — 
Uruguay  —  1,061.2  2,700.0  1,148.3  2.6  2.6  —  —  — 
Venezuela  4,394.0  6,111.3  376.1  9,381.0  4,650.0  —  4,650.0  —  — 

Source: Data provided by the Bond, Equity and Loan database of the International Monetary Fund sourced from Dealogic.
1External public syndicated issuance, excluding bilateral deals.
2Data prior to 2006 refer to Serbia and Montenegro. 
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Table 15. Emerging Market External Financing: Bond Issuance1

(In millions of U.S. dollars)

        2008
2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Total  128,346.9  179,506.6  163,124.6  184,910.3  106,012.3  18,986.1  59,929.7  21,411.0  5,685.4 

Africa  2,250.1  3,170.0  4,898.9  13,243.3  1,532.8  —  513.6  551.2  468.0 
Gabon  —  —  —  1,000.0  —  —  —  —  — 
Ghana  —  —  —  950.0  —  —  —  —  — 
Morocco  —  —  —  671.3  —  —  —  —  — 
Nigeria  —  —  —  525.0  —  —  —  —  — 
Seychelles  —  —  200.0  30.0  —  —  —  —  — 
South Africa  1,696.5  2,681.4  4,698.9  9,813.6  1,532.8  —  513.6  551.2  468.0 
Tunisia  553.6  488.6  —  253.4  —  —  —  —  — 

Asia  44,566.9  44,502.1  41,705.3  47,324.3  28,285.1  6,150.0  14,465.1  6,230.1  1,439.9 
China  4,362.0  3,858.2  1,110.0  2,144.2  2,055.3  —  300.0  1,755.3  — 
Fiji  —  —  150.0  —  —  —  —  —  — 
Hong Kong SAR  3,316.8  4,626.9  3,595.8  5,122.6  2,457.2  449.0  817.6  1,168.6  22.1 
India  3,199.8  2,118.3  2,644.2  7,549.4  1,407.5  157.5  1,250.0  —  — 
Indonesia  1,363.6  2,817.3  2,000.0  1,750.0  4,200.0  2,000.0  2,200.0  —  — 
Korea  17,717.7  17,953.7  18,345.6  22,250.3  14,745.2  3,223.9  7,586.9  2,516.5  1,417.8 
Malaysia  1,975.0  1,184.1  2,076.2  918.6  439.7  —  —  439.7  — 
Mongolia  —  —  —  75.0  —  —  —  —  — 
Pakistan  500.0  —  1,050.0  750.0  —  —  —  —  — 
Philippines  4,446.7  3,900.0  4,623.2  1,000.0  350.0  —  —  350.0  — 
Singapore  5,727.9  4,245.7  4,750.5  4,498.8  2,103.9  319.6  1,784.4  —  — 
Sri Lanka  100.0  —  —  500.0  —  —  —  —  — 
Taiwan Province of China  457.4  806.0  304.7  —  2.4  —  2.4  —  — 
Thailand  1,400.0  2,241.8  1,055.0  765.4  523.8  —  523.8  —  — 
Vietnam  —  750.0  —  —  —  —  —  —  — 

Europe  33,016.7  52,290.5  50,649.5  60,476.1  45,821.8  7,246.1  27,048.7  9,861.3  1,665.6 
Belarus  —  —  2.5  19.4  3.0  3.0  —  —  — 
Bulgaria  10.0  383.4  220.8  —  —  —  —  —  — 
Croatia  1,654.3  —  384.9  746.4  —  —  —  —  — 
Cyprus  1,178.4  1,135.5  1,694.9  2,427.8  1,662.6  —  352.3  50.0  1,260.2 
Czech Republic  2,546.7  1,345.2  907.4  2,168.9  4,564.3  144.9  3,182.4  1,237.0  — 
Estonia  958.5  426.6  —  38.0  —  —  —  —  — 
Gibraltar  —  —  —  900.8  —  —  —  —  — 
Hungary  5,002.1  7,351.4  6,900.9  4,088.2  5,281.3  1,466.1  3,470.8  344.4  — 
Latvia  528.4  123.1  266.1  —  607.6  607.6  —  —  — 
Lithuania  811.2  778.6  1,241.6  1,484.2  104.9  —  —  —  104.9 
Macedonia, FYR  —  176.5  —  —  —  —  —  —  — 
Poland  3,545.2  11,851.5  4,693.5  4,111.0  3,785.1  473.8  3,311.3  —  — 
Romania  —  1,197.0  —  —  1,162.5  —  1,162.5  —  — 
Russia  7,150.8  15,365.7  20,804.6  30,190.3  22,063.2  923.4  14,609.3  6,229.9  300.5 
Serbia  —  1,018.5  —  165.2  —  —  —  —  — 
Slovak Republic  1,188.7  —  1,208.8  1,354.2  —  —  —  —  — 
Slovenia  67.3  156.5  —  1,614.8  1,477.3  1,477.3  —  —  — 
Turkey  6,060.1  8,875.0  9,209.9  7,132.2  4,150.0  2,150.0  500.0  1,500.0  — 
Ukraine  2,315.0  2,105.9  3,113.5  4,035.0  960.0  —  460.0  500.0  — 
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Table 15 (concluded)
      2008

2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Middle East and 
Central Asia  14,783.4  18,576.9  35,156.1  25,327.1  12,810.6  1,844.3  7,157.5  3,808.8  — 

Azerbaijan  —  —  5.0  100.0  49.6  13.6  26.0  10.0  — 
Bahrain  665.6  1,296.7  1,120.0  1,767.7  350.0  350.0  —  —  — 
Egypt  —  1,250.0  —  1,803.5  —  —  —  —  — 
Georgia  —  —  —  200.0  500.0  —  500.0  —  — 
Iraq  —  —  2,700.0  —  —  —  —  —  — 
Israel  2,250.0  1,177.9  1,500.0  —  1,335.3  250.0  1,000.0  85.3  — 
Jordan  145.0  —  —  —  —  —  —  —  — 
Kazakhstan  3,225.0  2,850.0  7,055.8  8,808.6  3,575.0  —  3,575.0  —  — 
Kuwait  500.0  500.0  1,137.0  575.0  305.7  305.7  —  —  — 
Lebanon  5,382.8  1,780.0  5,741.6  2,300.0  3,138.2  875.0  1,763.2  500.0  — 
Oman  250.0  —  25.0  —  —  —  —  —  — 
Qatar  665.0  2,250.0  3,040.0  —  —  —  —  —  — 
Saudi Arabia  —  1,800.0  2,913.8  —  —  —  —  —  — 
United Arab Emirates  1,700.0  5,672.4  9,917.9  9,772.4  3,556.8  50.0  293.3  3,213.4  — 

Latin America  33,729.7  60,967.1  30,714.8  38,539.5  17,562.0  3,745.7  10,744.8  959.7  2,111.9 
Argentina  1,290.0  18,984.4  1,745.5  3,400.9  65.0  —  65.0  —  — 
Brazil  9,716.4  17,769.0  12,303.9  9,916.9  6,734.7  1,245.7  5,054.0  435.0  — 
Chile  2,350.0  900.0  1,100.0  250.0  99.8  —  99.8  —  — 
Colombia  1,545.4  2,435.5  3,177.6  3,133.7  1,039.7  1,000.0  —  39.7  — 
Costa Rica  310.0  —  —  —  —  —  —  —  — 
Dominican Republic  —  196.6  550.0  430.0  —  —  —  —  — 
Ecuador  —  650.0  —  —  —  —  —  —  — 
El Salvador  286.5  375.0  625.0  —  —  —  —  —  — 
Guatemala  380.0  200.0  —  —  —  —  —  —  — 
Jamaica  809.0  1,050.0  880.0  625.0  350.0  —  350.0  —  — 
Mexico  11,384.2  9,165.1  6,207.2  6,341.4  4,472.9  1,500.0  526.0  335.0  2,111.9 
Peru  1,298.2  2,155.0  445.0  4,449.0  150.0  —  —  150.0  — 
Trinidad and Tobago  100.0  100.0  980.7  900.0  —  —  —  —  — 
Uruguay  —  1,061.2  2,700.0  342.6  —  —  —  —  — 
Venezuela  4,260.0  5,925.3  —  8,750.0  4,650.0  —  4,650.0  —  — 

Source: Data provided by the Bond, Equity and Loan database of the International Monetary Fund sourced from Dealogic. 
1External public syndicated issuance, excluding bilateral deals.
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Table 16. Emerging Market External Finance: Equity Issuance1

(In millions of U.S. dollars)
        2008

2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Total 49,026.4 85,434.7 124,918.9 202,345.4 54,254.4 13,484.4 31,403.2 6,897.1 2,469.6
Africa 2,742.4 1,189.0 4,010.6 8,980.1 1,389.4 31.1 893.5 395.9 68.9
Algeria — — 2.0 — — — — — —
Central African Republic — — — 305.5 — — — — —
Ghana — — — 9.8 — — — — —
Kenya — — — — 252.0 — 183.0 — 68.9
Morocco 800.9 — 133.3 1,049.7 472.6 — 196.9 275.7 —
Namibia — — — — 87.6 — 87.6 — —
Nigeria — — — 692.8 — — — — —
South Africa 1,910.5 1,184.2 3,800.2 6,922.3 528.3 31.1 377.1 120.2 —
Sudan 31.0 — — — — — — — —
Zimbabwe — 4.8 75.1 — 48.9 — 48.9 — —
Asia 36,755.3 62,997.1 79,715.7 98,512.5 28,091.0 11,719.1 11,149.6 3,493.0 1,729.0
Bangladesh — 16.7 23.0 39.9 — — — — —
Cambodia — — 96.3 220.0 — — — — —
China 13,763.8 23,188.4 40,517.1 47,829.3 12,755.5 4,783.9 5,076.1 1,619.7 1,275.8
Hong Kong SAR 3,704.6 4,076.6 6,054.9 5,657.3 2,085.0 114.6 1,794.3 138.8 37.3
India 5,023.5 8,571.0 11,009.0 19,080.6 5,867.1 4,610.5 1,052.8 176.4 27.4
Indonesia 849.3 1,334.2 675.9 2,674.5 2,327.2 269.9 1,678.1 379.2 —
Korea 5,314.4 12,606.7 7,313.7 6,114.5 2,232.4 1,146.4 724.1 — 361.8
Macao SAR — — 1,316.8 581.3 466.5 — — 466.5 —
Malaysia 964.7 672.3 559.4 1,790.9 660.0 650.0 — 10.0 —
Pakistan — — 922.2 793.4 109.3 — 109.3 — —
Papua New Guinea — — — 1,024.3 — — — — —
Philippines 47.0 740.2 1,515.7 2,226.8 201.0 75.8 125.2 — —
Singapore 2,601.1 3,996.7 4,362.5 4,197.0 30.7 — 3.9 — 26.7
Sri Lanka — 55.5 — — 3.7 — 3.7 — —
Taiwan Province of China 3,388.5 7,171.6 3,543.4 4,861.4 846.0 61.4 82.2 702.4 —
Thailand 1,098.4 567.2 1,805.8 819.9 416.6 6.7 409.9 — —
Vietnam — — — 601.4 90.0 — 90 — —
Europe 5,559.5 10,660.2 18,152.0 36,664.2 7,727.3 188.7 6,903.2 37.2 598.3
Bulgaria — 93.5 85.7 — — — — — —
Croatia — — 220.0 1,377.6 — — — — —
Cyprus — 54.4 999.9 19.6 28.4 — 28.4 — —
Czech Republic 174.4 295.1 287.3 278.0 2,516.1 — 2,515.2 0.9 —
Estonia — 266.2 21.5 216.1 — — — — —
Faroe Islands — — 67.7 225.1 — — — — —
Gibraltar — 1,897.1 437.5 94.1 — — — — —
Hungary 884.7 48.8 — 191.8 — — — — —
Lithuania — 51.2 — — 15.0 15.0 — — —
Poland 964.7 1,249.8 1,503.0 407.3 1,151.6 96.6 456.7 0.0 598.3
Romania — — 172.5 116.9 — — — — —
Russia 2,554.9 6,458.2 13,165.4 29,596.8 2,850.3 — 2,848.5 1.8 —
Slovak Republic — 88.8 1.9 — — — — — —
Slovenia — — — 231.4 248.9 — 248.9 — —
Turkey 980.8 — 1,164.3 2,576.6 — — — — —
Ukraine — 157.1 25.3 1,332.9 917.0 77.1 805.4 34.5 —
Middle East and Central Asia 1,783.2 5,303.8 7,988.6 11,854.3 4,484.2 371.0 3,391.1 648.8 73.3
Bahrain — 87.2 420.5 266.4 — — — — —
Egypt 141.0 686.8 483.7 592.1 483.6 — 483.6 — —
Georgia — — 159.8 — 100.0 100.0 — — —
Israel 1,357.9 1,894.7 921.6 1,459.2 679.1 91.6 401.1 113.1 73.3
Kazakhstan — 1,548.2 4,303.6 5,030.4 219.9 152.9 67.0 — —
Kuwait 260.7 — — — 1,642.0 — 1,141.0 501.1 —
Lebanon — 778.0 248.4 — — — — — —
Oman 23.6 148.4 — — 34.6 — — 34.6 —
Qatar — — 234.8 171.4 900.0 — 900.0 — —
Saudi Arabia — — — 41.8 — — — — —
United Arab Emirates — 160.5 1,216.2 4,293.0 425.0 26.6 398.4 — —
Latin America 2,186.0 5,284.6 15,052.0 46,334.2 12,562.6 1,174.5 9,065.8 2,322.3 —
Argentina — — 987.1 1,422.7 — — — — —
Brazil 1,830.5 3,782.8 11,177.1 38,474.6 10,435.4 1,174.5 6,938.6 2,322.3 —
Chile 105.5 598.1 742.9 317.7 — — — — —
Colombia — — 54.2 3,365.7 — — — — —
Mexico 250.1 903.8 1,513.8 2,111.1 2,127.2 — 2,127.2 — —
Peru — — 576.9 642.6 — — — — —

Source: Data provided by the Bond, Equity and Loan database of the International Monetary Fund sourced from Dealogic. 
1External public syndicated issuance, excluding bilateral deals.
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Table 17. Emerging Market External Financing: Loan Syndication1

(In millions of U.S. dollars)

        2008

2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Total 148,356.3 189,699.0 252,140.3 329,145.6 286,273.3 74,448.8 91,354.3 81,422.1 39,048.1

Africa 7,722.8 8,076.3 7,076.0 8,361.2 6,446.8 409.4 4,524.7 1,268.0 244.6
Algeria 307.9 489.3 — 411.0 1,738.0 — 1,738.0 — —
Angola 2,900.0 3,122.7 91.9 74.6 — — — — —
Botswana 28.4 — — — — — — — —
Burkina Faso — 11.0 — 14.5 — — — — —
Cameroon 48.0 30.0 — — — — — — —
Cape Verde — — — 13.0 — — — — —
Côte d’Ivoire — — — — 45.0 — 45.0 — —
Djibouti 40.0 — — — — — — — —
Ethiopia 40.0 — — — 100.2 — 100.2 — —
Gabon 22.0 — 34.4 — 600.0 — 600.0 — —
Ghana 850.0 706.5 860.0 504.5 1,000.0 — — 1,000.0 —
Kenya 135.1 64.0 330.1 10.0 25.0 — — 25.0 —
Lesotho — — — 19.7 — — — — —
Malawi 4.8 — — — — — — — —
Mali 288.9 — — 180.9 110.4 110.4 — — —
Mauritius — 99.3 180.0 — 29.0 9.0 — 20.0 —
Morocco 2.6 1.9 25.4 — — — — — —
Mozambique 422.4 — 38.8 — 834.0 — 825.5 8.5 —
Namibia — 50.0 100.0 — 10.0 — — 10.0 —
Nigeria 875.0 874.0 640.0 3,666.5 223.5 — 155.0 — 68.5
Senegal 10.0 — 31.6 — — — — — —
South Africa 1,717.8 2,400.3 4,201.6 3,061.6 738.5 — 659.0 79.5 —
Tanzania — 136.0 — — 446.1 270.0 — — 176.1
Togo — — — — 125.0 — — 125.0 —
Tunisia 30.0 91.2 24.7 150.0 402.0 — 402.0 — —
Uganda — — 12.6 — — — — — —
Zambia — — 505.0 255.0 20.0 20.0 — — —

Asia 71,035.7 82,007.0 100,411.9 150,239.7 127,819.3 42,415.6 29,995.5 35,334.5 20,073.9
Bangladesh 176.8 — 83.6 17.6 65.4 65.4 — — —
Brunei Darussalam — — — — 505.0 — — 505.0 —
China 7,535.7 11,757.9 8,412.3 24,727.2 14,242.3 6,945.9 3,030.3 3,788.9 477.3
Hong Kong SAR 12,269.8 11,294.2 16,046.8 12,497.7 10,867.9 2,057.6 2,352.1 5,031.9 1,426.2
India 5,077.8 10,970.7 15,881.2 31,375.3 29,931.8 10,710.6 5,928.4 8,063.8 5,229.0
Indonesia 1,902.4 1,041.8 5,756.5 3,681.7 7,249.4 1,693.5 2,186.2 1,195.5 2,174.2
Korea 7,983.9 17,108.2 13,017.9 31,140.5 17,306.7 7,329.7 6,001.3 2,030.0 1,945.7
Lao P.D.R. 210.0 1,000.0 — — 592.0 — — — 592.0
Macao SAR 382.0 729.0 2,375.9 3,950.1 180.0 180.0 — — —
Malaysia 5,038.1 4,298.2 5,051.2 4,358.8 4,160.5 136.0 599.7 3,012.3 412.5
Marshall Islands — 24.0 170.0 1,069.3 204.0 — 204.0 — —
Mongolia — 30.0 6.0 10.0 6.8 — 4.0 2.8 —
Nepal — — — — 15.0 5.0 — 10.0 —
Pakistan 470.0 739.2 1,287.8 614.9 775.9 240.0 146.1 42.4 347.4
Philippines 1,864.7 1,554.6 902.9 3,092.2 2,515.0 495.0 737.5 348.4 934.1
Singapore 3,620.4 6,303.7 10,567.4 10,944.2 18,303.3 5,593.2 4,723.3 6,242.1 1,744.8
Sri Lanka 35.0 327.5 129.8 255.0 535.0 — 340.0 25.0 170.0
Taiwan Province of China 22,712.1 11,107.4 18,341.9 19,542.8 17,163.7 6,239.6 3,018.1 4,366.0 3,540.1
Thailand 1,642.9 3,501.8 1,923.3 908.8 1,630.0 130.0 302.7 458.5 738.9
Vietnam 114.0 218.8 457.4 2,053.8 1,569.5 594.0 421.7 212.0 341.8

Europe 31,627.7 40,773.9 58,742.1 64,293.1 70,626.3 14,371.6 28,952.3 16,628.7 10,673.7
Albania — — — — 78.1 35.7 — — 42.4
Belarus 21.4 32.0 336.1 283.5 324.0 40.0 149.0 135.0 —
Bulgaria 1,089.9 626.8 1,420.6 1,360.0 1,415.0 438.3 300.5 676.1 —
Croatia 1,083.1 1,263.7 1,291.9 662.6 1,413.1 — 656.2 756.9 —
Cyprus — — 965.7 651.3 1,545.0 65.4 1,090.0 389.6 —
Czech Republic 1,345.1 2,360.8 986.8 1,815.8 1,344.3 1,144.1 — — 200.2
Estonia 222.9 — 449.4 45.1 328.9 178.8 117.7 32.5 —
Faroe Islands — 85.3 206.2 206.1 217.4 — 217.4 — —
Gibraltar — — 1,934.2 — — — — — —
Hungary 3,373.4 1,941.4 427.8 1,050.9 3,822.6 342.4 2,593.0 708.8 178.4
Latvia 353.2 393.0 1,191.3 1,614.7 1,217.3 508.2 23.4 46.5 639.2
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Table 17 (concluded)
        2008

2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Europe (continued)
Lithuania 174.8 390.2 50.4 161.2 93.5 — 93.5 — —
Macedonia, FYR 66.0 — — 14.4 — — — — —
Malta 242.7 — 256.0 — 218.7 — — 218.7 —
Moldova 7.0 13.1 — — 171.3 — — 63.0 108.3
Montenegro — — 0.8 21.4 6.4 — — — 6.4
Poland 749.4 3,290.4 2,050.2 2,733.7 4,463.8 597.8 2,175.8 284.1 1,406.1
Romania 1,116.7 1,414.0 574.7 1,012.2 727.5 183.9 247.5 158.8 137.2
Russia 12,415.5 15,179.7 25,195.4 24,748.9 35,966.4 6,946.3 15,381.6 8,482.1 5,156.4
Serbia 213.4 234.1 60.2 403.4 243.3 7.8 220.8 14.6 —
Slovak Republic 130.3 622.7 — — — — — — —
Slovenia 1,254.6 1,730.8 1,837.8 2,691.6 2,102.7 55.0 1,669.9 42.5 335.3
Turkey 7,466.0 10,124.6 17,267.4 21,511.3 11,954.3 2,920.8 3,472.1 3,901.1 1,660.3
Ukraine 302.1 1,071.4 2,239.3 3,305.0 2,972.8 907.0 543.8 718.5 803.4
Middle East and 

Central Asia 17,343.2 39,630.0 59,115.2 59,513.2 53,631.4 8,869.0 21,103.4 20,797.4 2,861.6
Armenia — 1.3 30.0 19.1 11.0 11.0 — — —
Azerbaijan 1,217.2 400.2 178.8 215.7 67.0 — 31.0 21.0 15.0
Bahrain 1,223.0 1,530.0 2,285.2 4,136.0 95.0 20.0 55.0 20.0 —
Egypt 1,324.0 1,489.3 3,895.9 3,076.1 6,211.7 1,852.6 3,318.8 368.0 672.3
Georgia — 11.1 61.0 141.6 49.6 — — 3.7 45.9
Iran, I.R. of 2,419.4 1,928.8 142.5 — — — — — —
Iraq — 107.8 177.0 — — — — — —
Israel 370.0 2,040.4 1,096.8 1,203.0 454.6 376.3 — — 78.3
Jordan 54.4 — 60.0 180.0 — — — — —
Kazakhstan 3,151.2 3,800.9 5,296.4 4,210.7 7,342.2 70.0 902.0 4,911.4 1,458.8
Kuwait 1,027.5 3,945.0 4,209.6 1,344.9 1,199.1 700.0 214.1 155.0 130.0
Kyrgyz Republic — 2.0 — — 7.4 — 0.8 6.6 —
Lebanon — — 50.0 120.0 65.0 — — — 65.0
Libya — — — 38.0 — — — — —
Oman 1,055.0 3,172.2 3,405.2 3,580.7 916.0 450.0 96.0 370.0 —
Qatar 1,377.7 8,518.5 7,253.1 14,529.2 10,418.1 838.2 2,688.5 6,511.4 380.0
Saudi Arabia 2,749.6 3,991.0 6,201.7 7,068.8 7,232.5 52.0 4,505.6 2,674.9 —
Syrian Arab Republic — — — — 80.0 — 80.0 — —
Tajikistan 5.2 1.2 — 2.0 16.7 — — 16.7 —
United Arab Emirates 1,341.0 8,686.6 24,767.1 19,647.3 17,027.1 4,498.9 6,789.5 5,738.8 —
Uzbekistan 28.0 3.6 4.9 — 16.4 — — — 16.4
Yemen Arab Republic — — — — 2,422.2 — 2,422.2 — —
Latin America 20,626.9 19,211.7 26,795.2 46,738.4 27,749.4 8,383.3 6,778.4 7,393.5 5,194.2
Argentina 500.0 1,678.6 611.0 5,226.0 1,236.4 1,036.4 200.0 — —
Bolivia — 54.0 — — 100.0 100.0 — — —
Brazil 5,122.9 5,934.3 7,738.3 24,577.6 13,173.0 4,321.5 2,290.2 4,800.0 1,761.2
Chile 5,501.3 5,310.6 4,166.9 3,175.5 5,580.7 692.0 2,671.2 400.0 1,817.5
Colombia 83.0 627.8 1,804.4 1,380.0 952.0 750.0 202.0 — —
Costa Rica 24.2 91.7 1.7 31.1 185.0 — 165.0 20.0 —
Cuba 69.8 1.9 — — — — — — —
Dominican Republic 140.5 87.8 229.8 227.9 479.6 100.0 — 379.6 —
Ecuador — 109.0 19.1 104.0 — — — — —
El Salvador 53.8 79.5 701.6 — — — — — —
Guatemala 59.3 165.0 — 15.0 — — — — —
Haiti — — 134.0 — — — — — —
Honduras 119.0 4.6 — — 113.6 — — 113.6 —
Jamaica 96.3 416.6 196.1 650.0 100.0 — 100.0 — —
Mexico 8,295.7 4,035.4 8,620.9 9,226.4 3,547.9 752.0 — 1,480.4 1,315.5
Nicaragua 22.0 — — — — — — — —
Paraguay — — — — 98.8 18.8 80.0 — —
Peru 90.0 429.0 468.0 632.9 2,180.0 610.0 1,070.0 200.0 300.0
St. Lucia — — — — — — — — —
Trinidad and Tobago 315.0 — 1,727.3 55.4 — — — — —
Uruguay — — — 805.7 2.6 2.6 — — —
Venezuela 134.0 186.0 376.1 631.0 — — — — —

Source: Data provided by the Bond, Equity and Loan database of the International Monetary Fund sourced from Dealogic. 
1External public syndicated issuance, excluding bilateral deals.
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Table 18. Equity Valuation Measures: Dividend-Yield Ratios
             2008

2003 2004 2005 2006 2007 Q1 Q2 Q3

Composite 2.28 2.29 2.28 2.14 1.56 1.78 2.13 3.13

Asia 1.97 2.20 2.42 1.88 1.32 1.51 2.08 3.12

Europe/Middle East/Africa 2.41 2.00 1.76 2.36 1.82 2.06 2.20 3.36

Latin America 3.26 3.24 3.07 2.56 1.99 2.22 2.18 3.00
Argentina 1.37 0.98 1.20 1.21 1.20 1.19 0.76 1.32
Bahrain 2.27 1.19 1.77 4.16 3.80 5.52 5.37 6.12
Brazil 4.23 4.24 3.98 3.38 2.00 2.34 2.29 3.51
Chile 2.95 4.62 2.99 2.07 2.40 2.81 2.79 3.64
China 2.31 1.82 2.56 1.29 0.70 0.91 1.75 2.15
Colombia 5.89 5.44 1.38 1.96 1.89 1.83 2.10 2.86
Czech Republic 5.04 4.19 1.42 3.71 2.67 2.99 3.69 4.83
Egypt 4.94 1.45 1.54 2.29 1.76 1.80 2.31 3.96
Hungary 0.91 1.73 2.05 1.83 3.04 2.95 1.04 2.82
India 1.74 1.70 1.25 1.07 0.71 0.81 1.07 1.72
Indonesia 3.42 3.35 2.74 2.18 1.87 2.07 2.29 3.63
Israel 1.20 1.83 1.58 2.55 2.64 2.72 2.66 2.88
Jordan 2.40 1.49 2.19 1.06 1.48 2.32 1.26 1.44
Korea 2.08 2.25 1.70 1.49 1.30 1.09 1.61 2.26
Kuwait . . . . . . . . . 2.97 3.01 3.60 4.36 4.59
Malaysia 3.02 3.50 4.33 3.72 3.38 4.63 4.92 5.83
Mexico 2.12 1.85 2.18 1.24 2.20 2.19 2.31 2.90
Morocco 4.65 2.71 3.61 2.22 1.85 1.60 2.64 2.86
Nigeria 4.11 3.70 3.14 2.29 1.47 1.21 1.77 2.47
Oman 5.38 3.32 2.15 4.64 3.25 4.93 4.75 3.53
Pakistan 7.47 6.98 2.50 3.96 3.25 3.39 4.71 8.42
Peru 2.83 3.10 3.45 3.83 3.65 3.59 3.62 5.24
Philippines 2.12 1.79 2.63 2.00 2.28 3.79 4.51 4.49
Poland 1.43 1.20 2.48 3.36 2.66 3.10 2.25 4.40
Qatar . . . . . . . . . 1.69 2.31 2.74 2.12 2.36
Russia 1.78 1.21 1.07 1.83 0.53 0.63 0.70 1.34
Saudi Arabia 2.58 2.05 1.25 2.65 2.18 2.82 2.51 2.80
South Africa 3.96 3.09 3.09 2.77 3.33 2.96 3.38 4.34
Sri Lanka 3.64 4.67 2.47 1.77 2.28 3.11 3.75 4.43
Taiwan Province of China 1.47 2.67 3.39 3.06 3.03 3.02 3.14 6.43
Thailand 1.64 2.24 3.05 4.51 3.81 4.00 4.04 5.31
Turkey 1.15 2.97 1.81 2.19 1.96 2.63 3.71 3.43
United Arab Emirates . . . . . . . . . 2.12 1.27 1.37 1.95 2.58
Venezuela 9.86 12.28 6.27 5.71 . . . . . . . . . . . .

Source: Standard & Poor’s Emerging Market Database.
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Table 19. Equity Valuation Measures: Price-to-Book Ratios
        2008

2003 2004 2005 2006 2007 Q1 Q2 Q3

Composite 1.96 1.86 2.65 2.73 3.67 3.21 3.11 1.89

Asia 2.06 1.78 2.11 2.43 3.69 3.09 2.76 1.68

Europe/Middle East/Africa 1.86 2.21 3.91 3.26 3.91 3.54 3.75 2.67

Latin America 1.83 1.58 2.30 2.91 3.27 3.12 3.21 1.66
Argentina 1.99 2.16 2.50 4.09 3.23 3.49 4.23 2.57
Bahrain 2.02 2.02 2.73 2.23 3.56 3.48 3.62 2.83
Brazil 1.79 1.93 2.16 2.68 3.30 3.09 3.29 1.38
Chile 1.87 0.55 1.93 2.43 2.54 2.41 2.46 2.1
China 2.55 2.03 1.81 3.12 6.26 4.59 3.91 1.45
Colombia 0.94 1.58 2.41 1.78 1.82 1.55 1.55 1.5
Czech Republic 0.99 1.58 2.35 2.39 3.12 2.80 2.95 2.48
Egypt 2.08 4.38 9.08 5.85 8.60 7.58 6.63 4.84
Hungary 2.00 2.78 3.08 3.08 3.24 2.64 2.46 2.26
India 3.50 3.31 5.15 4.89 7.90 5.79 4.95 4.77
Indonesia 1.62 2.75 2.50 3.35 5.57 5.10 5.23 3.92
Israel 2.61 2.58 3.00 3.48 4.37 3.79 3.98 3.44
Jordan 2.08 2.99 6.24 3.30 4.39 4.28 5.35 4.68
Korea 1.57 1.25 1.95 1.74 2.18 2.00 1.94 1.24
Kuwait . . . . . . 4.64 4.52 6.37 6.94 6.70 5.53
Malaysia 1.71 1.93 1.67 2.08 2.51 2.17 1.97 1.71
Mexico 2.02 2.51 2.88 3.84 3.58 3.64 3.25 2.47
Morocco 1.70 2.06 2.92 3.11 4.34 5.03 4.81 4.29
Nigeria 2.52 3.19 5.36 5.22 11.98 15.94 13.94 11.88
Oman 1.50 1.80 2.28 2.19 4.01 4.49 5.02 3.74
Pakistan 2.25 2.63 3.51 3.17 4.66 5.13 4.08 2.86
Peru 1.80 1.56 2.17 3.47 5.95 5.77 6.59 4.23
Philippines 1.06 1.35 1.73 1.92 2.76 2.27 1.64 1.78
Poland 1.76 2.04 2.53 2.52 2.84 2.43 2.15 2.01
Qatar . . . . . . 8.80 2.73 3.79 3.96 5.14 3.98
Russia 1.18 1.18 2.19 2.53 2.82 2.40 2.78 1.33
Saudi Arabia 3.56 6.50 14.54 7.57 9.95 8.49 8.33 6.84
South Africa 2.06 2.52 2.98 3.80 4.38 4.38 4.26 3.79
Sri Lanka 1.63 1.93 2.56 2.41 1.85 1.75 1.58 1.3
Taiwan Province of China 2.18 1.94 1.93 2.36 2.56 2.56 2.31 1.76
Thailand 2.84 2.03 2.06 1.85 2.46 2.41 2.14 1.63
Turkey 2.64 1.74 2.13 1.95 2.78 2.00 1.82 1.89
United Arab Emirates . . . . . . 9.98 3.07 4.69 4.30 4.58 3.52
Venezuela 1.10 1.18 0.72 2.59 . . . . . . . . . . . .

Source: Standard & Poor’s Emerging Market Database.



EMERgIng MARkETS

205

EMERgIng MARkETS

Table 20. Equity Valuation Measures: Price/Earnings Ratios
            2008

2003 2004 2005 2006 2007 Q1 Q2 Q3

Composite 21.7 16.5 18.9 17.7 23.4 20.6 19.7 11.69

Asia 30.3 16.8 17.9 18.0 26.9 22.6 20.4 11.79

Europe/Middle East/Africa 18.0 18.6 25.2 18.7 22.6 20.7 21.1 15.24

Latin America 13.3 12.8 12.2 15.2 17.2 16.5 16.8 8.45
Argentina 21.1 27.7 11.1 18.0 13.6 14.8 17.9 10.87
Bahrain 21.3 21.5 31.7 14.3 20.3 20.5 21.3 16.62
Brazil 10.0 10.6 10.7 12.7 16.6 15.5 16.5 6.98
Chile 24.8 17.2 15.7 24.2 22.3 21.1 21.6 18.59
China 28.6 19.1 13.9 24.6 50.5 37.1 31.7 9.68
Colombia 13.0 19.2 28.8 21.9 21.8 18.6 18.6 16.32
Czech Republic 10.8 25.0 21.1 20.0 26.5 23.8 25.1 20.86
Egypt 11.7 21.8 30.9 20.2 30.2 26.6 23.1 16.63
Hungary 12.3 16.6 13.5 13.4 14.0 11.4 10.6 9.76
India 20.9 18.1 19.4 20.1 31.6 23.2 19.8 18.88
Indonesia 39.5 13.3 12.6 20.1 31.7 29.0 29.7 22.26
Israel 75.6 39.7 20.0 25.3 31.5 27.3 28.6 24.76
Jordan 20.7 30.4 57.1 20.8 28.0 27.3 33.6 29.41
Korea 30.2 13.5 20.8 12.8 16.4 15.1 14.7 9.33
Kuwait . . . . . . 21.5 21.1 29.7 32.4 31.3 25.8
Malaysia 30.1 22.4 15.0 21.7 20.1 17.4 15.8 13.67
Mexico 17.6 15.9 14.2 18.6 17.2 17.4 15.5 10.95
Morocco 25.2 24.6 22.4 22.5 30.4 35.3 33.7 30.09
Nigeria 18.5 23.5 20.7 24.1 58.4 77.8 68.0 57.95
Oman 15.2 14.2 15.8 13.1 23.1 25.9 28.9 21.56
Pakistan 9.5 9.9 13.1 10.8 15.3 16.8 13.4 9.43
Peru 13.7 10.7 12.0 15.7 20.9 20.3 23.6 13.86
Philippines 21.1 14.6 15.7 14.4 17.7 14.5 11.1 12.02
Poland –353.0 39.9 11.7 13.9 15.6 13.3 11.7 10.97
Qatar . . . . . . 48.7 15.9 21.7 22.6 29.3 22.73
Russia 19.9 10.8 24.1 16.6 18.4 15.6 16.6 8.16
Saudi Arabia 27.2 50.6 104.8 52.0 70.1 59.8 58.7 48.17
South Africa 11.5 16.2 12.8 16.6 18.7 18.7 18.3 16.15
Sri Lanka 15.0 18.1 23.6 15.4 12.1 11.5 10.4 8.57
Taiwan Province of China 55.7 21.2 21.9 25.6 27.9 27.9 25.1 19.18
Thailand 16.6 12.8 10.0 8.7 11.7 11.4 10.2 7.77
Turkey 14.9 12.5 16.2 17.2 25.2 18.1 16.5 17.18
United Arab Emirates . . . . . . 54.7 13.4 19.7 18.0 19.2 14.32
Venezuela 14.4 6.0 5.1 13.1 . . . . . . . . . . . .

Source: Standard & Poor’s Emerging Market Database.
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Table 21. Emerging Markets: Mutual Fund Flows
(In millions of U.S. dollars)

2008
2001 2002 2003 2004 2005 2006 2007 2008 Q1 Q2 Q3 Q4

Bonds –444 606 3,153 1,947 5,729 6,233 4,295 –14,718 492 174 –4,254 –17,631
Equities –1,781 –1,512 8,500 2,784 21,706 22,441 40,827 –39,490 –20,045 7,742 –20,685 –6,502

Global –67 –2,082 2,119 –5,348 3,148 4,209 15,223 –9,114 –6,638 247 –5,850 3,127
Asia –768 817 5,148 5,609 6,952 16,790 16,405 –19,587 –12,065 2,238 –5,551 –4,208
Europe/Middle East/Africa –327 65 857 2,185 7,587 –1,877 –953 –4,929 157 2,756 –4,468 –3,374
Latin America –619 –312 376 338 4,020 3,319 10,153 –5,860 –1,499 2,501 –4,816 –2,046

Source: Emerging Portfolio Fund Research, Inc.
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Table 22. Bank Regulatory Capital to Risk-weighted Assets
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina 14.5 14.0 15.3 16.8 16.9 16.8 November
Bolivia 15.3 14.9 14.7 13.3 12.6 13.7 December
Brazil 18.8 18.6 17.9 18.9 18.7 16.6 October
Chile 14.1 13.6 13.0 12.5 12.2 12.1 December
Colombia 13.0 14.2 14.7 13.1 13.6 13.4 December
Costa Rica1 16.5 19.1 14.4 16.5 12.9 13.2 December
Dominican Republic 8.8 14.0 12.5 12.4 13.9 15.8 December
Ecuador2 14.9 14.5 14.4 14.8 15.7 . . . November
El Salvador 12.8 13.4 13.5 13.8 13.8 14.6 November
Guatemala 15.6 14.5 13.7 13.6 13.8 13.7 December
Mexico3 14.4 14.1 14.5 16.3 15.9 15.3 September
Panama 17.6 17.8 16.3 15.8 13.6 13.7 August
Paraguay4 20.9 20.5 20.4 20.1 16.8 16.2 December
Peru 13.3 14.0 12.0 12.5 11.7 11.8 November
Uruguay5 18.1 21.7 22.7 16.9 17.8 16.7 December
Venezuela 25.1 19.2 15.5 14.3 12.1 13.4 December
Emerging Europe
Albania 28.5 21.6 18.6 18.1 17.1 17.5 September
Belarus 26.0 25.2 26.7 24.4 19.3 16.5 September
Bosnia and Herzegovina 20.3 18.7 17.8 17.7 17.1 15.8 December
Bulgaria 22.0 16.6 15.3 14.5 13.9 14.9 December
Croatia6 16.5 16.0 15.2 14.4 16.9 15.3 September
Czech Republic 14.5 12.6 11.9 11.5 11.5 12.9 September
Estonia 14.5 13.4 11.7 13.2 14.8 18.3 September
Hungary 11.8 12.4 11.6 11.0 10.4 11.1 December
Israel 10.3 10.8 10.7 10.8 11.1 . . . September
Latvia 11.7 11.7 10.1 10.2 11.1 11.8 December
Lithuania7 13.3 12.4 10.3 10.7 10.9 12.9 December
Macedonia, FYR8 25.8 23.0 21.3 18.3 17.0 15.0 September
Moldova 31.6 31.4 27.0 27.9 29.1 32.2 December
Montenegro . . . 31.3 27.8 21.3 17.1 15.6 September
Poland 13.8 15.4 14.5 13.2 12.1 11.6 September
Romania9 21.1 20.6 21.1 18.1 12.7 11.9 September
Russia 19.1 17.0 16.0 14.9 15.5 14.5 September
Serbia 31.1 27.9 26.0 24.7 27.9 22.0 December
Slovak Republic 22.4 18.7 14.8 13.0 12.4 11.3 September
Slovenia 11.5 11.8 10.6 11.1 11.2 11.2 June
Turkey 30.9 28.8 24.2 22.1 19.0 17.7 November
Ukraine 15.2 16.8 15.0 14.2 13.9 13.6 September
western Europe
Austria10 14.5 12.4 11.8 11.8 12.7 11.7 June
Belgium 12.8 13.0 11.5 11.9 11.2 12.9 September
Denmark 13.8 13.4 13.2 13.8 12.3 . . . December
Finland11 18.7 19.1 17.2 15.1 15.4 13.5 June
France 11.9 11.5 11.4 10.9 10.1 . . . December
Germany 13.4 13.2 12.2 12.5 12.9 . . . December
Greece 12.0 12.8 13.2 12.2 11.2 10.4 March
Iceland 12.3 12.8 12.8 15.1 12.1 . . . December
Ireland12 13.9 12.6 12.0 10.9 . . . . . . December
Italy13 11.4 11.6 10.6 10.7 10.4 . . . December
Luxembourg14 17.1 17.5 16.3 14.9 13.9 15.4 September
Malta . . . 21.3 20.4 22.0 23.2 . . . December
Netherlands 12.3 12.3 12.6 11.9 13.2 13.5 March
Norway 12.4 12.2 11.9 11.2 11.7 11.4 September
Portugal15 10.0 10.4 11.3 11.0 10.2 . . . December
Spain 12.6 12.3 12.0 11.9 11.4 11.3 June
Sweden16 9.9 10.1 10.1 10.0 10.3 10.2 December
Switzerland 12.4 12.6 12.4 13.4 12.5 . . . June
United Kingdom 13.0 12.7 12.8 12.9 12.6 . . . December
Asia
Bangladesh 8.4 8.8 7.3 8.3 10.0 9.5 June
China –5.9 –4.7 2.5 4.9 8.4 8.2 March
Hong Kong SAR 15.3 15.4 14.9 15.2 13.4 14.3 March
India17 12.7 12.9 12.8 12.3 12.3 13.0 March
Indonesia 22.3 19.4 19.3 21.3 19.3 16.8 November
Korea 11.1 12.1 13.0 12.8 12.3 10.9 September
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Asia (continued)
Malaysia 13.8 14.4 13.7 13.5 13.2 12.6 December
Philippines18 17.4 18.4 17.6 18.1 15.7 15.5 June
Singapore 17.9 16.2 15.8 15.4 13.5 14.3 September
Thailand 13.4 12.4 13.2 13.8 14.8 15.3 December

Middle East & Central Asia
Armenia 33.8 32.3 33.7 34.9 30.1 27.2 September
Egypt 11.1 11.4 13.8 14.7 14.8 14.9 March
Georgia 20.3 18.8 17.5 20.6 16.0 13.9 December
Jordan 15.9 17.8 17.6 21.4 20.8 17.6 June
Kazakhstan 16.9 15.3 14.9 14.8 14.2 14.7 November
Kuwait 18.4 17.3 21.3 21.8 18.5 16.0 September
Lebanon 22.3 21.2 22.9 25.0 24.0 . . . December
Morocco 9.6 10.5 11.5 12.3 10.6 10.7 June
Oman 17.6 17.6 18.1 17.2 15.9 . . . December
Pakistan 8.5 10.5 11.3 12.7 13.2 11.8 September
Saudi Arabia 19.4 17.8 17.8 21.9 20.6 . . . December
Tunisia 9.3 11.6 12.4 11.3 11.0 . . . December
United Arab Emirates 18.6 16.9 17.0 16.7 14.4 13.3 June

Sub-Saharan Africa
Gabon 19.9 22.3 19.8 17.8 14.3 19.6 September
Ghana 9.3 13.9 16.2 15.8 15.7 13.9 September
Kenya 17.3 16.6 16.4 16.5 18.0 18.1 November
Lesotho . . . 22.0 25.0 19.0 14.0 15.0 September
Mozambique 17.0 18.7 16.0 12.5 14.2 14.3 June
Namibia 14.8 15.4 14.6 14.2 15.7 15.8 September
Nigeria 17.8 14.7 17.8 22.6 21.0 22.0 September
Rwanda 14.6 10.5 9.2 7.2 11.3 12.3 September
Senegal 11.7 11.9 11.1 13.1 13.6 13.4 October
Sierra Leone 27.3 38.1 35.7 33.3 35.0 41.1 June
South Africa 12.4 14.0 12.7 12.3 12.8 12.5 June
Swaziland 14.0 14.0 15.0 20.0 23.0 . . . June
Uganda 16.9 20.5 18.3 18.0 19.5 19.8 September

Other
Australia 10.0 10.4 10.4 10.4 10.2 10.9 September
Canada 13.4 13.3 12.9 12.5 12.1 12.7 September
Japan19 11.1 11.6 12.2 13.1 12.9 12.3 September
United States20 13.0 13.2 12.9 13.0 12.8 12.5 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Banking sector excludes offshore banks.
2Private banks.
3Commercial banks.
4IMF staff estimates.
5In 2006, the Central Bank of Uruguay changed the methodology for calculating the regulatory capital ratio, changing the weights and adding 

a factor to the denominator to account for market risk. Therefore, regulatory capital ratios are smaller in 2006 and 2007, compared to previous 
years. The data exclude the state mortgage bank.

6From 2006 the data have been revised. 
7The data exclude foreign bank branches.
8From end–2007 the calculation of the ratio is based on a revised methodology. 
9Break in the data series starting in 2003. The National Bank of Romania amended the capital adequacy requirements effective January 1, 

2007 to be consistent with EU minimum requirements and Basel II. The former 12 percent capital adequacy ratio and 8 percent Tier 1 ratio were 
substituted by a new 8 percent solvency ratio.

10Starting in 2004 data reported on a consolidated basis. 
11Break in the data series starting in 2003.
12Domestic banks.
13Consolidated reports for banking groups and individual reports for banks not belonging to groups.
14End-year data for 2007; annual average for previous years.
15For 2005–06 the figures are for the sample of institutions that are already complying with IAS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. 
16Data for the four large banking groups.
17For the end of the fiscal year, i.e., March of the following calendar year.
18On a consolidated basis.
19For the end of the fiscal year, i.e., March of the following calendar year; for major banks.
20All FDIC-insured institutions.

Table 22 (concluded)
2003 2004 2005 2006 2007 2008 Latest
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Table 23. Bank Capital to Assets
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina 11.9 11.8 12.9 13.4 13.1 12.6 November
Bolivia 12.1 11.5 11.3 10.0 9.6 9.3 December
Brazil 9.6 10.1 9.8 9.9 9.9 9.5 October
Chile 7.3 7.0 6.9 6.8 6.7 6.3 December
Colombia 11.6 12.1 12.3 12.0 12.1 12.2 December
Costa Rica1 11.3 9.4 9.7 10.3 10.1 10.4 December
Dominican Republic2 8.4 9.4 9.7 10.1 9.5 9.5 December
Ecuador3 8.8 8.5 8.4 8.7 8.5 10.3 December
El Salvador 9.4 9.7 10.1 10.7 11.8 12.7 December
Guatemala 9.0 8.9 8.5 8.2 9.2 10.3 December
Mexico4 10.0 10.2 11.5 13.2 14.4 13.7 September
Panama5 12.2 13.2 12.8 12.0 13.7 11.9 December
Paraguay 9.5 10.5 11.0 12.5 11.6 11.2 December
Peru 9.3 9.8 7.7 9.5 8.8 8.7 November
Uruguay6 7.2 8.3 8.6 9.8 10.5 8.9 December
Venezuela 14.3 12.5 11.6 8.8 8.3 8.8 December
Emerging Europe
Albania 4.7 4.8 5.4 5.9 5.8 6.5 September
Belarus . . . 19.0 19.0 17.9 16.0 13.0 September
Bosnia and Herzegovina 17.0 15.7 14.4 13.8 13.1 . . . September
Bulgaria 13.1 10.2 7.4 7.3 7.7 8.5 December
Croatia 8.9 8.6 9.0 10.3 12.5 13.9 September
Czech Republic7 5.7 5.2 5.4 6.0 5.7 5.7 September
Estonia 11.3 9.8 8.6 8.4 8.6 9.0 September
Hungary 8.3 8.5 8.2 8.3 8.2 8.0 December
Israel 5.3 5.5 5.6 5.9 6.2 . . . September
Latvia 8.4 8.0 7.6 7.6 7.9 7.4 December
Lithuania8 9.8 8.7 7.2 7.1 7.3 7.6 December
Macedonia, FYR . . . . . . . . . . . . . . . . . .
Moldova9 19.7 18.3 15.7 16.7 16.3 17.0 December
Montenegro . . . 20.4 15.3 10.4 8.0 8.1 September
Poland10 8.3 8.0 7.9 7.8 8.1 8.2 September
Romania11 10.9 8.9 9.2 8.6 7.3 6.6 October
Russia 14.6 13.3 12.7 12.4 13.3 13.2 September
Serbia 22.5 18.8 16.0 15.6 17.1 20.5 December
Slovak Republic 8.9 7.7 9.7 8.0 10.6 10.4 September
Slovenia 8.3 8.1 8.5 8.4 8.4 8.3 September
Turkey12 13.7 14.4 12.9 11.3 13.0 11.7 June
Ukraine 12.3 13.8 12.4 13.3 12.5 13.0 September

western Europe
Austria 4.9 4.9 4.8 5.2 6.5 6.2 June
Belgium 3.1 3.1 2.7 3.3 4.1 3.4 September
Denmark 5.9 5.7 5.7 6.2 5.7 . . . December
Finland 10.9 9.6 9.9 9.8 8.3 7.4 September
France 6.9 6.6 5.8 6.0 5.5 5.5 May
Germany 4.2 4.0 4.1 4.3 4.3 . . . December
Greece13 6.9 5.3 5.9 6.7 6.6 6.2 March
Iceland14 7.1 7.1 7.4 7.8 6.9 . . . December
Ireland 5.2 4.9 4.7 4.3 4.5 4.1 May
Italy 6.4 6.4 6.9 6.9 6.4 . . . December
Luxembourg15 5.8 5.5 5.3 5.0 4.6 4.5 September
Malta . . . 7.9 6.8 8.6 . . . . . . December
Netherlands 4.3 3.9 4.2 3.0 3.3 3.5 March
Norway 5.9 5.9 5.1 4.9 4.7 4.2 December
Portugal16 5.8 6.2 5.8 6.2 6.2 . . . December
Spain 5.7 5.7 6.0 6.0 6.3 5.9 June
Sweden17 5.0 4.3 3.9 4.0 4.0 4.7 December
Switzerland 5.7 5.3 5.1 4.9 . . . . . . December
United Kingdom 9.8 9.6 9.1 8.9 . . . . . . December

Asia
Bangladesh 3.2 2.7 2.6 4.0 6.5 5.9 June
China18 3.8 4.0 4.4 5.1 5.8 6.1 December
Hong Kong SAR 10.6 10.8 11.8 11.2 12.0 . . . November
India19 5.7 5.9 6.4 6.6 6.4 . . . March
Indonesia 10.4 9.3 7.9 7.9 9.8 9.7 November
Korea20 7.0 8.0 9.3 9.2 9.0 8.3 September
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2003 2004 2005 2006 2007 2008 Latest
Asia (continued)
Malaysia 8.5 8.2 7.7 7.6 7.5 8.5 December
Philippines 13.1 12.6 12.0 11.7 11.7 10.7 June
Singapore21 10.7 9.6 9.6 9.6 9.2 8.5 September
Thailand 7.4 8.0 8.9 8.9 9.5 . . . December
Middle East & Central Asia
Armenia 18.1 17.8 21.5 22.9 22.5 22.5 September
Egypt 4.9 5.4 5.4 5.5 5.1 5.1 March
Georgia 26.5 22.0 18.8 21.2 20.4 17.1 December
Jordan 6.4 7.2 8.2 10.7 10.6 10.1 June
Kazakhstan22 9.0 13.1 13.0 13.2 15.2 12.1 November
Kuwait 10.7 12.1 12.7 11.7 12.0 11.6 September
Lebanon 6.9 6.8 7.5 9.1 8.1 8.1 June
Morocco 7.6 7.6 7.7 7.4 6.9 7.4 June
Oman 12.6 12.9 13.7 13.2 14.1 . . . December
Pakistan 5.4 6.5 7.6 9.4 10.9 10.2 September
Saudi Arabia 8.8 8.0 8.8 9.3 9.9 . . . December
Tunisia 7.6 7.5 7.7 . . . . . . . . . December
United Arab Emirates 11.4 11.1 11.4 11.1 9.4 10.6 June
Sub-Saharan Africa
Gabon 13.1 13.2 11.1 10.2 7.0 10.7 September
Ghana 12.0 12.5 13.0 11.9 11.8 . . . February
Kenya 11.8 11.9 12.1 12.4 12.6 11.4 May
Lesotho 17.0 16.9 14.6 . . . . . . . . . December
Mozambique 9.0 9.5 8.0 6.1 6.4 7.3 June
Namibia 8.3 8.8 7.8 7.5 7.9 . . . December
Nigeria 9.6 9.9 12.4 14.7 16.3 15.3 March
Rwanda 8.9 10.1 9.4 9.2 . . . . . . April
Senegal 7.8 7.7 7.6 8.3 8.3 8.6 October
Sierra Leone9 . . . 12.7 10.3 17.0 16.7 18.6 June
South Africa 8.0 8.2 7.9 7.9 7.9 . . . December
Swaziland 13.7 22.4 22.9 . . . . . . . . . December
Uganda 8.6 10.3 10.3 10.9 10.3 12.2 September
Other
Australia9 5.2 5.1 5.2 4.9 4.9 4.2 September
Canada 4.7 4.4 4.4 5.7 5.5 5.8 September
Japan23 3.9 4.2 4.9 5.3 4.5 4.2 September
United States24 9.2 10.3 10.3 10.5 10.3 9.6 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Banking sector excludes offshore banks.
2Commercial banks.
3Private banks. Total assets include contingencies. 
4All deposit takers.
5General licensed banks.
6The data exclude the state mortgage bank.
7Total own funds.
8Capital is defined as bank shareholders’ equity and foreign bank branches’ funds received from the head office.
9Tier 1 capital to total assets.
10The data exclude foreign bank branches.
11Break in the data series starting in 2003. The National Bank of Romania amended the capital adequacy requirements effective January 1, 

2007 to be consistent with EU minimum requirements and Basel II. The former 12 percent capital adequacy ratio and 8 percent Tier 1 ratio were 
substituted by a new 8 percent solvency ratio.

12Break in the data series in 2007.
13Data on a nonconsolidated basis. From 2004 in accordance with IFRS.
14Commercial banks and six largest savings banks (five largest savings banks from 2006 due to a merger of two banks). 
15End-year data for 2006 and 2007; annual average for previous years.
16For 2005–06 the figures are for the sample of institutions that are already complying with IFRS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. Data on accounting basis, consolidated.
17Data for the four large banking groups.
18Banking institutions (policy banks, state-owned commercial banks, joint stock commercial banks, city commercial banks, rural commercial 

banks, urban credit cooperatives, rural credit cooperatives, postal savings, foreign banks, and nonbank financial institutions).
19For the end of the fiscal year, i.e., March of the calendar year.
20Tier 1 capital to total risk-weighted assets.
21Shareholders’ funds to total assets.
22For 2003 Tier 1 capital to total assets. 
23For the end of the fiscal year, i.e., March of the following calendar year; for all banks.
24All FDIC-insured institutions.

Table 23 (concluded)
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Table 24. Bank Nonperforming Loans to Total Loans
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina 17.7 10.7 5.2 3.4 2.7 2.5 November
Bolivia 16.7 14.0 11.3 8.7 5.6 4.3 December
Brazil 4.1 2.9 3.5 3.5 3.0 2.9 October
Chile 1.6 1.2 0.9 0.8 0.8 0.9 December
Colombia 6.8 3.3 2.7 2.6 3.3 4.0 December
Costa Rica1 1.7 2.0 1.5 1.5 1.2 1.4 December
Dominican Republic 9.0 7.4 5.9 4.5 5.0 3.8 December
Ecuador 7.9 6.4 4.9 3.3 3.6 2.5 December
El Salvador2 2.8 2.4 2.0 1.9 2.1 2.9 December
Guatemala 6.5 7.1 4.2 4.6 5.8 2.4 December
Mexico3 3.2 2.5 1.8 2.0 2.7 2.5 September
Panama4 2.5 1.8 1.8 1.4 1.3 1.4 December
Paraguay 20.6 10.8 6.6 3.3 1.3 1.2 December
Peru5 14.8 9.5 6.3 4.1 2.7 2.2 November
Uruguay6 14.3 4.7 3.6 1.9 1.1 0.2 December
Venezuela 7.7 2.8 1.2 1.1 1.2 2.3 December

Emerging Europe
Albania 4.6 4.2 2.3 3.1 3.4 4.1 September
Belarus 3.7 2.8 1.9 1.2 0.7 0.6 September
Bosnia and Herzegovina 8.4 6.1 5.3 4.0 3.0 3.1 December
Bulgaria 3.2 2.0 2.2 2.2 2.1 2.4 December
Croatia 8.9 7.5 6.2 5.2 4.8 4.8 September
Czech Republic 4.9 4.1 4.3 3.6 2.7 3.1 September
Estonia 0.4 0.3 0.2 0.2 0.4 1.6 September
Hungary 2.6 2.7 2.5 2.5 2.5 2.9 December
Israel 2.6 2.5 2.3 1.9 1.7 . . . September
Latvia 1.4 1.1 0.7 0.4 0.4 2.2 December
Lithuania7 2.4 2.2 0.6 1.0 1.0 1.1 March
Macedonia, FYR8 22.1 17.0 15.0 11.2 7.5 6.6 September
Moldova 6.4 6.9 5.3 4.4 3.7 5.2 December
Montenegro  . . . 5.2 5.3 2.9 3.2 4.5 September
Poland8 21.2 14.9 11.0 7.4 5.2 4.4 September
Romania 8.3 8.1 8.3 7.9 9.7 9.8 June
Russia 5.0 3.8 3.2 2.6 2.5 2.5 September
Serbia9 24.1 22.2 23.8 4.1 3.8 5.3 December
Slovak Republic 3.7 2.6 5.0 3.7 2.5 2.9 September
Slovenia 3.7 3.0 2.5 2.5 1.8 1.6 June
Turkey 11.5 6.0 4.8 3.8 3.5 3.3 November
Ukraine10 28.3 30.0 19.6 17.8 13.2 14.5 September

western Europe
Austria 3.0 2.7 2.6 2.1 1.7 . . . December
Belgium11 2.6 2.3 2.0 1.7 1.1 1.5 September
Denmark 0.8 0.7 0.4 0.3 0.3 . . . December
Finland12 0.5 0.4 0.3 0.3 0.4 0.4 June
France13 4.8 4.2 3.5 3.0 2.7 . . . December
Germany 5.2 4.9 4.0 3.4 2.7 . . . December
Greece 7.0 7.0 6.3 5.4 4.5 4.7 March
Iceland14 2.1 0.9 1.1 0.8 . . . . . . December
Ireland 0.9 0.8 0.7 0.7 . . . . . . December
Italy15 6.7 6.6 5.3 4.9 4.6 . . . December
Luxembourg16 0.5 0.3 0.2 0.2 0.2 . . . December
Malta . . . 6.5 3.9 2.8 1.8 . . . December
Netherlands 2.0 1.5 1.2 0.8 . . . . . . December
Norway17 1.6 1.0 0.7 0.6 0.5 0.8 December
Portugal18 2.4 2.0 1.5 1.2 1.3 . . . December
Spain19 1.0 0.8 0.8 0.7 0.9 3.2 November
Sweden20 1.2 0.9 0.7 0.6 0.5 1.0 December
Switzerland 1.3 0.9 0.5 0.3 . . . . . . December
United Kingdom 2.5 1.9 1.0 0.9 0.9 . . . December
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Table 24 (continued)
2003 2004 2005 2006 2007 2008 Latest

Asia
Bangladesh 22.1 17.6 13.6 13.2 14.0 13.0 June
China21 20.4 12.8 9.8 7.5 6.7 2.5 December
Hong Kong SAR22 3.9 2.3 1.4 1.3 0.9 1.0 September
India23 8.8 7.2 5.2 3.3 2.5 2.3 March
Indonesia24 6.8 4.5 7.6 6.1 4.1 3.5 November
Korea22 2.6 1.9 1.2 0.8 0.7 1.1 December
Malaysia 13.9 11.7 9.6 8.5 6.5 5.1 September
Philippines25 16.1 14.4 10.3 7.5 5.8 5.2 June
Singapore 6.7 5.0 3.8 2.8 1.5 1.4 September
Thailand 13.5 11.9 9.1 8.4 7.9 6.5 December

Middle East & Central Asia
Armenia 5.4 2.1 1.9 2.5 2.4 3.9 September
Egypt 24.2 23.6 24.8 18.2 19.3 16.5 March
Georgia 7.4 6.2 3.8 2.5 2.6 12.8 December
Jordan 15.5 10.3 6.6 4.3 4.1 4.0 June
Kazakhstan26 . . . 4.3 3.3 2.4 2.7 6.5 November
Kuwait 6.1 5.3 5.0 3.9 3.2 3.1 September
Lebanon 12.8 10.6 9.1 6.8 4.8 3.7 June
Morocco 18.7 19.4 15.7 10.9 7.9 6.8 June
Oman 12.5 9.9 6.5 4.6 3.2 ... December
Pakistan 17.0 11.6 8.9 6.9 7.2 8.4 September
Saudi Arabia27 5.4 2.8 1.9 2.0 2.1 ... December
Tunisia 24.0 23.7 20.9 19.0 17.3 ... December
United Arab Emirates 14.3 12.5 8.3 6.3 2.9 2.5 June

Sub-Saharan Africa
Gabon 13.9 16.0 14.1 10.7 7.6 7.9 September
Ghana 18.3 16.1 13.0 7.9 8.7 7.6 June
Kenya 34.9 29.3 25.6 21.3 10.9 8.4 November
Lesotho ... 1.0 2.0 2.0 1.7 3.5 September
Mozambique 14.4 6.4 3.8 3.3 2.6 0.9 June
Namibia 3.9 2.4 2.3 2.6 2.8 3.2 September
Nigeria 20.5 21.6 18.1 8.8 8.4 6.1 September
Rwanda 52.0 29.9 31.1 28.0 18.5 10.6 December
Senegal 13.3 12.6 11.9 16.8 18.6 19.3 October
Sierra Leone 7.4 16.5 26.8 27.8 31.7 32.2 June
South Africa28 2.4 1.8 1.5 1.1 1.4 2.6 June
Swaziland 2.0 3.0 2.0 3.6 6.4 8.4 June
Uganda 7.2 2.2 2.3 2.9 4.1 3.7 September

Other
Australia29 0.3 0.2 0.2 0.2 0.2 0.5 September
Canada 1.2 0.7 0.5 0.4 0.7 1.1 September
Japan30 5.2 2.9 1.8 1.5 1.5 1.5 September
United States31 1.1 0.8 0.7 0.8 1.4 2.3 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Banking sector excludes offshore banks.
2Official definition based on past-due loans.
3Commercial banks.
4Banking system.
5Nonperforming loans include restructured and refinanced loans.
6The data exclude the state mortgage bank.
7From end–2005 nonperforming loans are loans with payments overdue past 60 days. Until 2004 they are defined as loans in “substandard,” 

“doubtful,” and “loss” loan categories. 
8Includes only loans to the nonfinancial sector.
9Break in the time series starting in 2006. Prior to 2006, assets classified in risk categories C, D, and E. From 2006, loans overdue past 90 

days. 
10The increase in nonperforming loans in 2003 reflects a revision in the official definition.
11Unconsolidated data. 
12Net of provisions. 
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Table 24 (concluded)
13Gross doubtful debts. A break in the data series starting in 2006. 
14Commercial banks and six largest savings banks. 2005–06 figures are for the largest banks.
15Banking groups. For the 2002–04 period, nonperforming loans include only substandard and bad loans. For the 2005–06 period, the 

aggregate includes also loans overdue past 180 days.
16Nonperforming large exposures to total loans. End-year data for 2007; annual average for previous years.
17For 2005–06 the figures are for the sample of institutions that are already complying with IFRS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. 
18On a consolidated basis. Nonperforming loans are defined as credit to customers overdue. 
19Doubtful exposures to other resident sectors over total lending to other resident sectors.
20Data for the four large banking groups.
21Major commercial banks (state-owned commercial banks and joint stock commercial banks).
22Loans classified as “substandard,” “doubtful,” and “loss.”
23For the end of the fiscal year, i.e., March of the following calendar year.
24Reported nonperforming loan ratio for commercial banks.
25The data exclude interbank loans.
26Loans overdue past 60 days and other qualified loans.
27Gross nonperforming loans to net loans.
28Break in the series in 2008. With the implementation of Basel II in January 2008, the term “nonperforming loans” was replaced by “impaired 

advances,” which resulted in a technical increase in the ratio. Impaired advances are advances for which the bank has raised specific credit 
impairment.

29Impaired assets to total assets. Figures exclude loans in arrears that are covered by collateral.
30For the end of the fiscal year, i.e., March of the following calendar year; for major banks.
31All FDIC-insured institutions.
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Table 25. Bank Provisions to Nonperforming Loans
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina 79.2 102.9 124.5 129.9 129.6 130.9 November
Bolivia 74.0 84.3 81.1 90.7 92.6 89.5 December
Brazil 171.8 214.5 179.8 179.9 181.8 170.9 October
Chile 130.9 165.5 177.6 198.5 210.4 181.6 December
Colombia 98.1 149.7 166.9 153.6 134.5 115.3 October
Costa Rica1 145.9 122.6 153.0 162.2 180.5 148.0 December
Dominican Republic 65.6 112.9 123.5 142.0 134.5 128.3 March
Ecuador2 127.3 119.0 143.7 182.7 199.8 215.9 December
El Salvador 129.8 132.3 126.7 116.4 120.0 110.4 December
Guatemala . . . . . . 43.2 39.6 42.7 73.2 December
Mexico 167.1 201.8 232.1 207.4 169.2 184.0 March
Panama3 150.3 149.4 116.2 128.5 143.1 120.0 December
Paraguay 54.8 54.6 57.7 59.1 78.2 77.7 December
Peru 67.1 68.7 80.3 100.3 131.6 146.7 November
Uruguay4 91.4 106.8 118.8 218.6 93.3 269.0 June
Venezuela 103.7 130.2 196.3 229.1 175.7 122.5 December

Emerging Europe
Albania . . . . . . . . . . . . . . . . . .
Belarus 29.9 32.4 48.4 51.3 61.5 60.9 September
Bosnia and Herzegovina . . . . . . . . . . . . . . . 37.8 December
Bulgaria5 50.0 48.5 45.3 47.6 . . . . . . September
Croatia6 60.6 62.3 60.0 56.8 54.4 50.3 September
Czech Republic7 76.7 69.4 61.6 57.7 56.4 56.3 September
Estonia 214.5 276.9 215.0 153.6 . . . . . . November
Hungary 47.3 51.3 54.4 53.9 58.1 80.3 December
Israel . . . . . . . . . . . . . . . . . .
Latvia 89.4 99.1 98.8 116.6 129.8 92.6 December
Lithuania . . . . . . . . . . . . . . . . . .
Macedonia, FYR . . . . . . . . . . . . . . . . . .
Moldova 87.6 85.5 98.9 117.3 113.8 94.2 December
Montenegro . . . 77.3 67.4 78.8 73.6 63.7 September
Poland 53.4 61.3 61.6 57.8 . . . . . . September
Romania8 12.6 16.1 14.4 18.2 25.7 27.8 June
Russia9 118.0 139.5 156.3 159.3 144.0 140.0 September
Serbia 54.0 58.9 47.8 . . . . . . . . . September
Slovak Republic 85.8 86.4 85.1 105.9 95.1 89.1 September
Slovenia 81.0 80.1 80.6 84.3 . . . . . . December
Turkey 88.6 88.1 89.8 90.8 88.4 81.6 November
Ukraine 22.3 21.1 25.0 23.1 26.3 26.0 September

western Europe
Austria10 68.0 70.8 71.5 75.3 76.4 . . . December
Belgium11 52.8 54.2 51.6 50.8 48.0 64.0 September
Denmark 63.0 66.0 75.7 . . . . . . . . . December
Finland 77.7 78.5 85.8 . . . . . . . . . December
France12 59.6 61.3 63.8 62.9 61.4 . . . December
Germany . . . . . . 65.4 71.4 77.3 . . . December
Greece 49.9 51.4 61.9 60.9 . . . . . . June
Iceland13 77.5 80.9 112.9 99.6 84.1 . . . December
Ireland 96.8 85.4 73.5 56.3 . . . . . . December
Italy14 . . . . . . . . . 46.0 49.5 . . . December
Luxembourg . . . . . . . . . . . . . . . . . .
Malta . . . . . . . . . . . . . . . . . .
Netherlands15 73.8 69.2 65.5 56.0 . . . . . . December
Norway 96.8 124.7 109.3 74.2 67.0 50.8 December
Portugal16 73.0 83.4 79.0 83.9 75.7 . . . December
Spain17 263.8 322.1 255.5 272.2 214.6 71.9 November
Sweden18 73.9 78.9 84.7 78.5 79.9 . . . December
Switzerland 89.9 90.9 116.0 122.6 . . . . . . December
United Kingdom19 69.8 61.5 54.0 54.6 . . . . . . December
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Table 25 (continued)
2003 2004 2005 2006 2007 2008 Latest

Asia
Bangladesh 18.3 18.9 25.3 26.3 42.3 52.5 June
China20 19.7 14.2 24.8 34.3 39.2 115.3 December 
Hong Kong SAR . . . . . . . . . . . . . . . . . .
India21 46.4 56.6 60.3 58.9 56.1 52.6 March
Indonesia22 112.4 110.8 68.6 78.3 87.7 98.5 August
Korea 84.0 104.5 131.4 175.2 199.1 155.4 September
Malaysia23 53.1 55.0 59.1 64.6 77.3 86.9 September
Philippines 51.5 58.0 73.8 75.0 81.5 84.1 June
Singapore 64.9 73.6 78.7 89.5 115.6 119.9 September
Thailand 72.8 79.8 83.7 82.7 86.5 . . . December 

Middle East & Central Asia
Armenia 34.3 77.0 70.7 64.3 66.6 50.1 September
Egypt 57.0 60.2 61.5 76.2 74.6 89.9 March
Georgia 48.1 64.2 55.6 50.9 49.7 47.1 December
Jordan24 37.0 45.0 53.5 54.0 49.0 48.2 June
Kazakhstan25 . . . 64.4 104.9 102.7 60.2 80.0 December
Kuwait 77.7 82.5 107.2 95.8 92.0 84.7 September
Lebanon 46.3 46.1 50.2 54.4 56.6 57.4 June
Morocco 54.9 59.3 67.1 71.2 75.2 77.0 June
Oman 59.8 75.3 72.7 102.8 107.6 December
Pakistan 63.9 71.6 76.8 79.0 85.3 79.0 September
Saudi Arabia 128.2 175.4 202.8 182.3 142.9 . . . December
Tunisia 43.1 45.8 47.4 49.2 53.8 . . . December
United Arab Emirates 88.5 94.6 95.7 98.2 100.0 101.5 June

Sub-Saharan Africa
Gabon 53.9 53.6 55.5 57.4 59.8 67.5 September
Ghana . . . . . . . . . . . . . . . . . .
Kenya 79.2 102.9 115.6 115.6 . . . . . . September
Lesotho . . . . . . . . . . . . . . . . . .
Mozambique . . . . . . . . . . . . . . . . . .
Namibia . . . 95.2 85.3 90.3 77.2 . . . December
Nigeria 76.4 96.2 81.0 59.5 . . . . . . December
Rwanda 58.4 60.2 56.7 . . . . . . . . . December
Senegal 75.3 75.7 75.4 52.0 53.8 50.1 October
Sierra Leone26 . . . 43.1 10.3 59.7 44.5 40.3 June
South Africa 54.2 61.3 64.3 . . . . . . . . . December
Swaziland . . . . . . . . . . . . . . . . . .
Uganda 76.5 97.8 103.8 74.4 71.8 99.8 September

Other
Australia 131.8 182.9 203.0 202.5 183.7 87.2 September
Canada 43.5 47.7 49.3 55.3 42.1 34.7 September
Japan27 29.9 31.2 28.1 28.8 26.4 24.9 September
United States28 140.4 168.1 155.0 135.0 93.1 84.7 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Banking sector excludes offshore banks.
2Private banks.
3General licensed banks.
4The data exclude the state mortgage bank.
5Provisions to nonstandard loans.
6From 2006 the data have been revised.
7Allowance for individually assessed financial assets divided by receivables on investment portfolio classified as “substandard,” “doubtful,” 

and “loss.”
8Nonperforming loans reflect unadjusted exposure to loans classified as “substandard,” “doubtful,” and “loss.” The steady level of 

nonperforming loans in the face of growing credit partly reflects Romania’s relatively conservative classification and provisioning requirements.
9Change in definition in 2004; not strictly comparable with previous years. 
102006 data cover two of the large banks only; not strictly comparable with previous years.
11Unconsolidated data.
12Coverage of doubtful loans to customers by provisions.
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Table 25 (concluded)
13Data for large banking groups. Break in the data series in 2006.
14Banking groups. 
15Data for large banking groups.
16For 2005–06 the figures are for the sample of institutions that are already complying with IFRS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. On a consolidated basis. Nonperforming loans are defined as credit to customers overdue.
17Allowances and provisions to doubtful exposures.
18Data for the four large banking groups.
19Data for large banking groups. Break in the data series in 2006.
20Major commercial banks. Break in 2008; data cover all commercial banks. 
21For the end of the fiscal year, i.e., March of the following calendar year.
22Write-off reserve on earning assets to classified earning assets.
23General, specific, and interest-in-suspense provisions. 
24Provisions to classified loans net of interest in suspense.
25Provisions to nonperforming loans.
26Break in the data series in 2006.
27For the end of the fiscal year, i.e., March of the following calendar year; coverage of nonperforming loans by provisions for all banks.
28All FDIC-insured institutions.
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Table 26. Bank Return on Assets
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina –3.0 –0.5 0.9 1.9 1.5 1.6 November
Bolivia 0.3 –0.1 0.7 1.3 1.9 1.7 December
Brazil1 2.0 2.2 2.9 2.7 2.9 2.0 October
Chile 1.3 1.2 1.3 1.3 1.1 1.2 December
Colombia 1.9 2.7 2.7 2.5 2.4 2.4 December
Costa Rica1,2 2.1 2.0 2.5 2.5 1.3 1.5 December
Dominican Republic –0.1 1.9 1.8 1.9 2.5 1.7 December
Ecuador3 1.1 1.2 1.5 2.0 1.9 1.7 December
El Salvador 1.1 1.0 1.2 1.5 1.2 1.2 December
Guatemala 1.1 1.3 1.6 1.2 1.6 1.7 December
Mexico1,4 1.6 1.8 2.7 3.1 2.7 1.8 September
Panama1,5 2.1 2.3 2.1 1.7 2.0 2.2 December
Paraguay 0.4 1.7 2.1 3.0 2.8 3.5 December
Peru 1.1 1.2 2.2 2.2 2.5 2.5 November
Uruguay6 –1.1 –0.1 0.7 1.2 2.8 1.8 December
Venezuela 6.2 5.9 3.7 3.0 2.6 2.5 December

Emerging Europe
Albania 1.2 1.3 1.4 1.4 1.6 1.3 September
Belarus 1.5 1.5 1.3 1.7 1.7 1.7 September
Bosnia and Herzegovina 0.4 0.7 0.7 0.9 0.9 0.5 December
Bulgaria 2.4 2.1 2.0 2.2 2.4 2.1 December
Croatia 1.6 1.7 1.6 1.5 1.6 1.8 September
Czech Republic 1.2 1.3 1.4 1.2 1.3 1.3 September
Estonia1 1.7 2.1 2.0 1.7 2.6 2.0 September
Hungary 1.5 2.0 2.0 1.8 1.4 1.5 December
Israel 0.7 1.0 1.1 1.0 1.3 . . . September
Latvia 1.4 1.7 2.1 2.1 2.0 0.3 December
Lithuania7 1.2 1.3 1.1 1.5 2.0 1.2 December
Macedonia, FYR8 0.5 0.6 1.2 1.8 1.8 1.9 September
Moldova 4.4 3.7 2.8 3.4 3.9 3.5 December
Montenegro . . . –0.3 0.8 1.1 0.7 0.3 September
Poland 0.5 1.4 1.6 1.7 1.7 1.7 September
Romania9 2.7 2.5 1.9 1.7 1.3 1.4 June
Russia10 2.6 2.9 3.2 3.2 3.0 1.6 September
Serbia –0.3 –1.2 1.1 1.7 1.7 2.1 December
Slovak Republic 1.2 1.2 1.2 1.3 1.1 0.9 September
Slovenia11 1.0 1.1 1.0 1.3 1.4 1.1 September
Turkey 2.3 2.3 1.7 2.5 2.8 2.2 November
Ukraine 1.0 1.1 1.3 1.6 1.5 1.3 September

western Europe
Austria12 0.3 0.6 0.6 0.7 0.7 0.7 June
Belgium 0.4 0.5 0.5 0.7 0.4 –1.0 September
Denmark 1.2 1.2 1.3 1.3 1.0 . . . December
Finland 0.7 0.8 0.9 1.0 1.2 0.8 June
France 0.4 0.5 0.6 0.7 0.4 . . . December
Germany –0.1 0.1 0.3 0.3 0.2 . . . December
Greece 0.6 0.4 0.9 0.8 1.0 0.7 March
Iceland 1.3 1.8 2.3 2.6 1.5 . . . December
Ireland1 0.9 1.1 0.8 0.8 . . . . . . December
Italy 0.5 0.6 0.7 0.8 0.8 . . . December
Luxembourg13 0.6 0.7 0.7 0.9 0.8 0.7 September
Malta . . . 1.4 1.4 1.3 1.0 . . . December
Netherlands 0.5 0.4 0.4 0.4 0.6 . . . December
Norway 0.6 0.9 0.9 0.8 0.8 0.5 December
Portugal14 0.8 0.8 0.9 1.0 1.0 . . . December
Spain 0.9 0.9 0.9 1.0 1.1 1.0 June
Sweden15 0.5 0.6 0.7 0.7 0.7 0.6 December
Switzerland16 0.7 0.8 0.9 0.9 . . . . . . December
United Kingdom1 0.6 0.7 0.8 0.5 0.4 . . . December
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Table 26 (continued)
2003 2004 2005 2006 2007 2008 Latest

Asia
Bangladesh17 0.5 0.7 0.6 0.8 0.9 1.2 June
China18 0.3 0.5 0.6 0.7 1.0 . . . June
Hong Kong SAR19 1.9 1.7 1.7 1.7 1.9 2.0 March
India20 1.0 0.8 0.9 0.7 0.9 1.0 March
Indonesia1 2.6 3.5 2.5 2.6 2.8 2.6 November
Korea21 0.2 0.9 1.3 1.1 1.1 . . . December
Malaysia1 1.3 1.4 1.4 1.3 1.5 1.6 July
Philippines1 1.1 0.9 1.1 1.3 1.3 1.1 June
Singapore 1.0 1.2 1.2 1.4 1.4 . . . September
Thailand 0.6 1.2 1.4 0.8 0.1 . . . December

Middle East & Central Asia
Armenia1 2.7 3.2 3.1 3.6 3.4 2.9 September
Egypt 0.5 0.6 0.5 0.8 0.9 . . . March
Georgia1 3.9 1.9 3.0 2.7 1.9 –2.6 December
Jordan 0.7 1.1 2.0 1.7 1.6 0.9 June
Kazakhstan1 2.0 1.2 1.6 1.4 2.6 0.6 November
Kuwait 2.0 2.5 3.0 3.2 3.4 3.2 September
Lebanon 0.7 0.7 0.7 0.9 1.0 0.7 June
Morocco –0.2 0.8 0.5 1.3 1.5 1.4 June
Oman 0.3 1.9 2.7 2.7 2.1 . . . December
Pakistan1 1.9 1.8 2.8 3.1 2.2 2.0 September
Saudi Arabia1 2.2 2.5 3.4 4.0 2.8 . . . December
Tunisia 0.6 0.4 0.5 0.7 0.9 . . . December
United Arab Emirates 2.3 2.1 2.7 2.2 2.0 2.2 June

Sub-Saharan Africa
Gabon 0.7 2.8 2.6 2.5 2.7 . . . December
Ghana1 6.2 4.5 3.0 3.3 2.9 2.8 June
Kenya 2.3 2.1 2.4 2.8 3.0 2.8 November
Lesotho . . . 3.0 2.0 2.0 2.6 2.4 September
Mozambique 1.2 1.4 1.8 3.5 3.5 2.7 September
Namibia 3.6 2.1 3.5 1.5 3.5 3.2 September
Nigeria 1.7 3.1 0.9 1.6 2.1 2.4 September
Rwanda 1.4 0.6 0.9 1.6 1.3 1.9 September
Senegal 1.8 1.8 1.8 1.6 1.6 . . . December
Sierra Leone 10.5 9.9 8.1 5.8 3.1 1.8 June
South Africa 0.8 1.3 1.2 1.4 1.4 1.8 June
Swaziland 4.0 2.9 3.1 5.9 2.9 3.6 June
Uganda 4.5 4.3 3.6 3.4 3.9 3.4 September

Other
Australia22 1.6 1.1 1.0 1.0 1.0 0.9 June
Canada 0.7 0.8 0.7 1.0 0.9 1.3 September
Japan23 –0.1 0.2 0.5 0.4 0.2 0.3 March
United States24 1.4 1.3 1.3 1.3 0.8 0.3 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Before tax.
2Banking sector excludes offshore banks.
3Private banks.
4Commercial banks.
5General licensed banks.
6The data exclude the state mortgage bank.
7Net income before extraordinary items and taxes to average total assets.
8Adjusted for unallocated provisions for potential loan losses.
9Break in the data series starting in 2003.
10Not annualized.
11Before extraordinary items and taxes.
12Starting in 2004 data reported on a consolidated basis. 
13Income before provisions and before taxes to total assets.
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Table 26 (concluded)
14For 2005–06 the figures are for the sample of institutions that are already complying with IFRS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. 
15Data for the four large banking groups. The data refer to a four-quarter moving average for the assets. The profit is accumulated over four 

quarters and adjusted.
16Income before provisions and taxes to total assets.
17In early 2008, following the corporatization of the state-owned commercial banks, goodwill assets were created for three of these banks 

equal to their accumulated losses. 
182007 figure is net income to end-of-period assets.
19Net interest margin, not comparable with the other indicators in the table.
20For the end of the fiscal year, i.e., March of the following calendar year.
21Excludes earnings from sale of equity stakes.
22Gross profits until 2003; return on assets after taxes from 2004.
23For the end of the fiscal year, i.e., March of the following calendar year; all banks. The denominator of the ratio uses end-period total assets.
24All FDIC-insured institutions.
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Table 27. Bank Return on Equity
(In percent)

2003 2004 2005 2006 2007 2008 Latest

Latin America
Argentina –22.7 –4.2 7.0 14.3 11.0 13.5 November
Bolivia 2.8 –1.2 6.4 13.3 21.2 20.3 December
Brazil1 21.1 22.1 29.5 27.3 28.9 20.4 October
Chile 16.7 16.7 17.9 18.6 16.2 18.9 December
Colombia 17.1 23.0 22.1 20.2 19.5 20.0 December
Costa Rica1,2 17.2 16.7 20.1 18.7 13.4 13.6 December
Dominican Republic3 20.6 25.4 22.4 21.7 28.0 28.0 December
Ecuador4 14.7 16.5 18.5 23.1 21.4 20.0 December
El Salvador 11.5 10.9 11.8 14.6 11.3 7.5 December
Guatemala 12.2 14.0 19.1 15.1 16.9 16.3 December
Mexico1,3 16.1 17.2 24.4 26.2 19.9 12.8 September
Panama5 16.9 16.7 15.7 13.3 15.7 15.5 December
Paraguay 4.5 18.3 22.6 31.7 34.7 31.4 December
Peru 10.7 11.6 22.2 23.9 27.9 30.6 November
Uruguay6 –15.3 –0.9 7.6 12.7 27.7 10.3 December
Venezuela 44.0 45.2 32.2 31.6 32.4 28.6 December

Emerging Europe
Albania 19.5 21.1 22.2 20.2 20.7 16.3 September
Belarus 8.4 7.8 6.8 9.6 10.7 12.0 September
Bosnia and Herzegovina 3.4 5.8 6.2 8.5 8.9 4.8 December
Bulgaria 22.7 19.6 21.4 25.0 24.8 23.1 December
Croatia7 14.1 16.1 15.1 12.7 10.9 10.9 September
Czech Republic 23.8 23.3 25.2 22.5 24.4 23.7 September
Estonia 14.1 20.0 21.0 19.8 30.0 21.4 September
Hungary 19.3 25.3 24.7 24.0 18.1 17.7 December
Israel 14.1 17.9 19.4 17.6 22.0 . . . September
Latvia 16.7 21.4 27.1 25.6 24.2 4.6 December
Lithuania8 11.8 13.5 13.8 21.4 27.3 16.1 December
Macedonia, FYR9 2.3 3.1 7.5 12.3 15.0 16.5 September
Moldova 19.7 17.8 15.4 20.5 24.0 19.9 December
Montenegro . . . –1.2 4.2 6.8 6.2 3.5 September
Poland 5.8 16.9 20.6 22.5 22.4 22.2 September
Romania 20.0 19.3 15.4 13.6 11.5 15.9 June
Russia10 17.8 20.3 24.2 26.3 22.7 12.1 September
Serbia –1.2 –5.3 6.7 10.0 10.2 10.6 December
Slovak Republic11 10.8 11.9 16.9 16.6 16.6 13.9 September
Slovenia12 11.9 12.5 13.8 15.1 16.3 13.7 September
Turkey 16.0 16.4 11.8 19.8 21.6 17.9 November
Ukraine 7.6 8.4 10.4 13.5 12.7 10.9 September

western Europe
Austria13 7.0 14.8 14.8 16.9 16.8 14.8 June
Belgium 13.6 15.8 18.5 22.4 13.2 –28.3 September
Denmark 20.8 21.2 22.2 21.9 17.3 . . . December
Finland 11.3 12.4 10.1 11.1 14.3 10.9 June
France 8.5 10.6 11.8 15.5 9.8 . . . December
Germany –1.5 1.9 9.2 7.5 4.7 . . . December
Greece 8.9 6.4 15.9 12.8 14.8 11.2 March
Iceland14 22.1 30.9 41.7 39.1 22.4 . . . December
Ireland1 17.8 20.7 19.6 19.1 . . . . . . December
Italy 7.4 9.3 9.7 11.4 9.7 . . . December
Luxembourg15 8.9 9.9 10.5 16.5 15.1 8.0 September
Malta . . . 13.2 14.3 11.7 10.7 . . . December
Netherlands 14.8 16.8 15.4 15.4 18.7 . . . December
Norway 9.6 14.6 18.0 17.0 16.1 12.1 December
Portugal16 13.9 12.8 16.8 16.9 15.2 . . . December
Spain 13.9 14.7 16.8 19.6 19.7 16.8 June
Sweden17 12.3 14.6 17.4 18.0 17.0 14.4 December
Switzerland18 11.7 14.3 18.0 17.7 . . . . . . December
United Kingdom1 8.6 10.9 11.8 8.9 6.2 . . . December
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Table 27 (continued)
2003 2004 2005 2006 2007 2008 Latest

Asia
Bangladesh19 9.8 13.0 12.4 14.1 13.8 21.3 June
China20 ... 13.7 15.1 14.8 19.9 ... June
Hong Kong SAR21 17.8 20.3 19.1 ... ... ... December
India22 18.8 20.8 13.3 12.7 13.2 12.5 March
Indonesia 26.6 34.5 26.4 30.2 25.7 26.0 August
Korea 3.4 15.2 18.4 14.6 14.6 ... December
Malaysia1 15.6 16.7 16.7 16.2 19.7 ... December
Philippines 8.5 7.1 8.8 10.6 10.8 9.6 June
Singapore23 8.7 11.6 11.2 13.7 12.9 11.9 September
Thailand 10.3 16.8 14.2 8.8 7.3 ... December

Middle East & Central Asia
Armenia1 14.4 18.4 15.5 15.9 15.0 13.1 March
Egypt 9.8 10.6 9.6 14.3 15.6 ... March
Georgia1 15.0 7.9 15.1 15.7 9.7 –12.6 December
Jordan ... 13.1 20.9 15.0 12.6 8.2 June
Kazakhstan 14.2 11.5 16.6 14.6 18.2 1.1 December
Kuwait 18.6 20.9 22.9 27.1 28.1 27.8 September
Lebanon 10.9 9.3 11.0 10.1 12.1 8.3 June
Morocco –2.0 10.9 6.3 17.4 20.6 19.0 June
Oman 1.7 12.9 16.6 18.1 14.7 ... December
Pakistan1 36.4 29.4 38.2 35.2 22.6 19.8 September
Saudi Arabia 25.9 31.7 38.5 43.4 28.5 25.7 March
Tunisia 7.6 5.1 6.5 7.7 9.0 ... December
United Arab Emirates 16.4 18.6 22.5 18.2 22.0 21.1 June

Sub-Saharan Africa
Gabon 5.7 21.3 21.1 23.5 32.3 ... December
Ghana1 32.7 35.5 25.0 27.4 26.2 26.0 June
Kenya 23.2 22.0 25.0 28.6 27.5 27.5 November
Lesotho ... 27.0 15.0 27.0 31.6 31.7 September
Mozambique 16.3 18.7 27.4 55.4 47.7 33.2 September
Namibia 43.2 24.2 45.6 19.9 44.9 39.4 September
Nigeria 19.8 27.4 7.1 10.4 13.1 13.9 September
Rwanda 31.1 7.4 11.2 16.5 12.5 15.4 September
Senegal 22.1 17.6 15.8 14.6 15.3 ... December
Sierra Leone 67.1 32.9 28.0 17.0 10.3 7.0 June
South Africa 11.6 16.2 15.2 18.3 18.1 17.5 June
Swaziland 29.0 20.0 19.7 52.0 15.1 14.4 June
Uganda 43.2 37.8 29.6 28.3 31.4 25.4 September

Other
Australia24 24.2 16.0 14.7 16.8 18.1 17.0 June
Canada 14.7 16.7 14.9 20.9 16.1 28.9 September
Japan25,26 –2.7 4.1 11.3 8.5 6.1 3.0 September
United States27 15.0 13.2 12.7 12.3 7.8 3.3 September

Sources: National authorities; and IMF staff estimates.
Note: Due to differences in national accounting, taxation, and supervisory regimes, FSI data are not strictly comparable across countries.
1Before tax.
2Banking sector excludes offshore banks.
3Commercial banks.
4Private banks.
5General licensed banks.
6The data exclude the state mortgage bank.
7From 2006 the data have been revised.
8Capital is defined as bank shareholders’ equity and foreign bank branches’ funds received from the head office. Net income before 

extraordinary items and taxes.
9Adjusted for unallocated provisions for potential loan losses.
10Not annualized.
11The data for 2007 exclude foreign branches.
12Before extraordinary items and taxes.
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Table 27 (concluded)
13From 2004 on a consolidated basis. 
14Commercial banks and six largest savings banks (five largest savings banks from 2006 due to a merger of two banks). 
15Net after tax income to total regulatory capital.
16For 2005–06 the figures are for the sample of institutions that are already complying with IFRS, accounting as of December 2004 for about 

87 percent of the usual aggregate considered. 
17Data for the four large banking groups. 
18Gross profits.
19In early 2008, following the corporatization of the state-owned commercial banks, goodwill assets were created for three of these banks 

equal to their accumulated losses. 
202007 figure is net income to end-of-period equity. 
212005 figure on a domestic consolidation basis; not strictly comparable with previous years.
22For the end of the fiscal year, i.e., March of the following calendar year.
23Local banks.
24Gross profits until 2003; return on equity after taxes from 2004.
25For the end of the fiscal year, i.e., March of the following calendar year; all banks. The denominator of the ratio uses end-period data.
26For FY2008, the figure is estimated by doubling the net income in the first half of FY2008 (from April to September 2008).
27All FDIC-insured institutions.
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